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Thc ~irst problem considered was tha t of steering a system without distrubancc
to the or i g in when the magn i tude of the contro l is constrained. A techn ique was
developed for determin ing if a sy st em can be steered to the ori gin and also a
method for obtaining such a contro l when it exists. Next , the controllability
problem wa~ generalized by allowing for targets other than the origin. To reduce
computationa l capability , a method was developed which exploits the shuine nature
o’ the target and requ i res the solution of a smaller dimensional optimization
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20. Abstrac t continued.

One other area which has been under ~nves t  ~ ‘a~ i ’ n  is tha t of avoidance

control. The con tr o ll abilit y problem for sys te ms w i t h  d isturbances
is being t n v r s t i gated. l~esearch is also con’ inuing on controllabili ty of
systems w i t hout disturbances. W ork is  also in  pro~~z’r~.s the avo i dance
c o o t  r 1 problem ~ts we ll .c~ the c losely related holding pr h tern.
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OPTIMAL CONTROL OF SYSTEMS WITH UNCERTAINTY

I. Introduct ion

In attempting to design a con tro l le r  which optimal ly  steers a system

to a prescribed targe t , two basic problems arise . Th. first is to determine

if there exist s a control  which steers the system to the target. Since

- ar e investigating syste ms with disturbances , the control mist steer

the syst em to the targe t for all , possible disturbances. If at least

one such con trol exist s , the second pro b lem is to find the optimal one.

The research being conducted under AFOSR Grant 76-2923 is concerne d with

obtaining technique s for solving these problems . It is believed that

t hese techniques will aid in the design of controllers for uncertain

systems. In our approach , the only assumption about the disturbanc e

is that it belongs to a compact set. Thus , th e application of this

research does not require any assumption abou t the statistics of the

di sturbanc e and will offer an alternative design scheme to those schemes

which involve stochastic processe s.

II. Res ults Obtaine d

B f o re considering the dif ficult prob lem of controlling a system

wi th disturbance s to a ge neral targe t , it was deemed necessary to first

conside r some simp le r problems . Mos t controllability result s assume

th ere are no constraints on the magnitude of the controls. This is

usually unrealist ic , since physical limitations do place constraints on

the instantaneous control values.

The f i rs t  problem considered was that of steeri ng a system without
A 1 F~h~~ ~~~~~~ ‘~F ~~r~ ’ r t ~’ ~~~

- .A F ° (‘FSC )
N(~~~ E OF ~~~~~~~ to

~~~~~~ ‘ ch:~ :~~ ~~
‘ 

~ 15
-
, I~ % - .  ,. L , ..~ ib) .



________ - - 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~

2

1’ disturbances to the origin when the magnitude of the control is constrained.

A techniqu. was deve loped for determining if a system can be steered to

the origin and also a method for obtaining such a control when it exists.

These resul ts  have been submitted to the S . I . A .M .  Journa l on Control and

Optimization and are contained in Appendix A.

Next , the con t ro l l ab i l i t y  problem was generalized by allowing for

targets  othe r than the ~,r igin .  Similar results  were obtained for this

problem. The specif ic  detai ls  are reported in Appendix B and a paper

baa been submitted to IEEE Transactions on Automatic Control. These

resu l t s  were also discussed in two ta lks  at a conference in Montreal.

• The si~~~ar ies of these ta lks , which appeared in the conference proceedings,

are inc luded in Appendix C.

In some s i tua t ions , the targe t is a linear combination of the state

variab les (a f f in e  target) .  The resu l t s  discussed in Appendix B can be

app lied to these problems and lead to an n dimensional finite optimization

problem . To reduce computational comp lex i ty , a method was developed which

exp loits  the a f f i n e  nature  of the target and requires the solution of a

smaller d imensional optimization problem. The computat ional  bene f i t s  of

th i s  approach can be significant. These results  were presented at the

1979 Joint Automat ic  Control Conference . Appendix D contains a copy of

the paper which appeared in the proceedings of that conference .

With these res ults now establishe d , we have been able to make some

progress on problems where uncertainty is present. More details of this

are given in the next section .

One othe r area which has been under invest igation is that of
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avoidance control. The problem is to determine if there exists a control,

satisfying the constrain ts, wh ich stee r a system so as to avoid a specified

target. Som. results  have been obtained and a manuscript on thi,  problem

is be ing prepared for submission for pre sentation at the 1980 Joint

Automatic Control Conference .

111. Research in Progress

The theory for constrained controllability problems without disturbances

is now fa i r ly  well developed. U sing the r e su l t s  and insights  obtained

for thes. problems , we are currently investigating the controllability

problem for system.. with disturbances. Methods for determining if there

exists a control which steers a system , subject to disturbances , to a

target have been obtained. Th is research has been done in conjunction with

Bruce Elen boge n , a graduate student in App lied Mathematics who is being

supported by the grant . He is now writing ~~~
- these results as part of his

Ph.D. thesis.

Res ear ch is a lso continuing on controllability of systems without

disturbances . %~ are attemp ting to determine method s for finding the

largest set of initial states which can be stee red to the targe t in a

specified time interval. If we are successfu l in this endeavor , the

techniq ues wi ll be extended to systems with disturbances.

Work is also in progress on the avoidance con t rol prob lem as well

as th. closely related holding problem. The holding problem is the problem

of determining if there exists a control wh ich keeps or holds a system

in a prespecified region. We have shown that the results which apply to
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the avoidance prob lem can also be used to solve the holding prob lem.

Met hods for obtaining avoidance (and holding controls) are currently

under deve lopment.

IV. Additional Information

Papers result ing from the research sponsore d by AFOSR under Grant

AFOSR 76-2923.

1. Static Multicriteria Problems : Necessary Conditions and Sufficient

Conditions, ~~oceedings IFAC Symposium on Large Scale Systems, Udine ,

Italy , June 16-20, 1976.

2. A Sufficient Condition for Minmax Control of Systems with Uncertainty

in the State Equations , IEEE Trans. Auto. Control, Vol. AC-21, No. 4,

August 1976. (Also in Proceedings 1976 JACC, Lafayette , Indiana).

3. Necessary Conditions and S u f f i c i e n t  Conditions for Stat ic  Minmax

Prob lems , J. Math. A nal. A~’plic ., Vol. 57, No. 2 , February 1977.

.‘. Mineax Control of Systems with Uncertainty in the Initial State and

in the State Equations , IEEE Trans. Auto. Control, Vol. AC-22 , No. 2 ,1

A pril 1977 (Also in Proceedings 1976 Conference on Decision and Contr~ L,

Clea rvater Beach , Florida).

5. A Note on the Use of the Direct Sufficient Conditions in Optima l

Cont rol Problems , J. of Op timization Theory and An p lLc ,, Vol. 23,

No. 3 , Nov. 1977.

6. Profi t Max imization Through Advertising : A Nonzero Sum Differen tial

G~~e Approach (with G. Lsit*ann) , IEEE Trans. Auto. Control, Vol.

*C-23 , No. 4, August 1978.
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7. Optimal Control of the End-Temperature in a Semi-Infinite Rod (with

W. E. OLmstead), Zeitschrift f~r angewandte Mathematik und Physik,

Vol. 28, pp. 697-706, 1977.

8. Multicriteria Optimization With Uncertainty in the Dynamics, Proceedings

1977 Allerton Conference on Co~~ unication.  Control and Comput ing,

Monticello , Illinois , Sept. 28-30, 1977.

9. Opt ima l Blowing (with W. E. Olmatead), SIAN J. App lied Math , Vol.

35 , No. 3 , Novembe r 1978.

10. A Necessary and Suffic ient Condition for Local Constrained Controllability

of a Linear System (with B. R. Barmish), Proc. 1978 Allerton

Conference on Co~~.inication, Control and Computing, Monticello ,

Illinois , Oct. 4-6 , 1978.

11. Optimal Control of Systems with Multip le Criteria When Disturbances

are Present , J. of Optimization Theory and Applications , Vol. 27, No.

1, Jan. 1979.

12. Constrained Controllability (with B. R. Barmish), Proc. 17th IEEE

Conference on Decision and Control, San Diego, Calif., Jan. 10-12, 1979.

13. A General Sufficiency Theorem for Minmax Control, J, of Optimization

Theory and Applications , Vol . 27, No. 3, March 1979.

14. A Simple Derivation of Necessary Conditions for Static Minmax Probi ms,

J, Math. Analysis and Applic ., Vol. 70, No. 2, August 1979.

15. A Necessary and Sufficient Condition for Local Constrained Controllability

of a Linear System (with B. R.  Bar mish) , 1~EE Tr an sact ions on Automatic

Control, Vol. AC-25, No. 1, Feb. 1980.

16. Controll ing a System to a Target - Part I: Linear Systems with Origin

as Target (with B. R. Barmish), proceedings of Optimization Days 1919,
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McGill University, Montreal , Canada, May 1979.

17. Controlling a System to a Targe t - Part II: Nonlinear Systems with a

General Target (with B. R. Barmish), Proceedings of Optimization

Days 1979, McGill. Univers i ty ,  Montreal , Canada , May 1979.

18. A Resul t  on Control l ing a Constrained Linear System to a Linear

Subspace (with 8. R. Barmish), Proceedings 1979 J A ,C .C., Denver,

Colorado , June 1979.

19. Null Controllability of Linear Systems with Constrained Controls

(with B. R. Barmish), SLAM J. on Control  and Optimization (submitted).

20. New Results on Controllability of Systems of the Form c(t) •

A (t)x(t) ~ f(t,u(t)) (with B. R. Sarmish), IEEE Transactions in

Automatic Control (submitted).

Conferences and Lectures (Sept. 1978 - August 1979)

I presented a paper on local controllability at the 1978 AIlerton

Confere nce on Co~~ anication , Control and Computing, Monticello , Illinois ,

Oct. 1978.

1 presented an invi ted lecture on the optimal control of systems with

uncertainty at the University of Rochester , November , 1978.

I presented a paper on constrained controllability at the 17th IEEE

Conference on Decision and Control , San Diego , Cal if., Jan. 1979.

I presented two pap ers on controlling a system to a target at

Optimization Days 1979 , Montreal , Canada , May 1979.

I presented a paper on controlling a system to a linear subspace at

the 1979 J.A.C.C., Denver , Colorado , June 1979.
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NULL CONTROLLABILITY OF LIN EAR SYSTEMS WITH CONSTRA IN ED CONTROLS

* **W . E .  SQU4ITENDORF and 8. R. BARMISH

Abstrac t. The paper considers the problem of steering the state of a linear

time-varying system to the origin when the control is subject to magnitude

constraints . Necessary and s u f f i c i e n t  conditions are given for global con-

strained controllability as well , as a necessa ry and sufficient condition for

the existence of a control (satisfying the constraints) which steers the system

to the origin f rom a spec i f i ed  initial epoch (x ,t ) .  The global result does

not require zero to be an in te r io r  po in t  of the control  set  and the theorem

for  constrained c o n t r o l l a b i l i t y  at (z ,t )  only requires that ~ be comp act ,

not that it contain zero. The results are compared to those available in the

iiterature . Furthermore , numerical aspects of the problem are discussed as

is a technique for determinthg a steering contro l .

* 

Technological Institute , Northwestern University , Evans ton , Illinois 60201
The research of th is au thor was supported b y AIOSR Gran t 76-2923.

**
Departmtn t of Electrical E ngtheeri n g, The University of Rochester , Rochester ,
New York 14627
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1. Introduction and Formulation. Consider the problem of s teer ing  the

state  oi a l inear sy s t em

(S~ 1(t) — A (t)x (t) . B ( t ) u ( t ) ;  t € t ,

to the ori~~in from a sp e c i f i ed  i n i t i a l  condi t ion

x(t) .x
0 0

b y choice c.~f ~~ntr~~ function u (~~~. He r e x~ t) E R~ , u t )  E R
m 

and A (•) and B(.)

are continuous matrices of appropriate dimension . Unlike the usual controll-

ability problem where the contro l values at each instant of tim e are uncon-

strained , we insist here that the contro l values at each instant of time belong

to a prespecif ted se t  in Rm .

Let ~~~ deno te  the set of functions :r’r~ S into that are measurable on

t ,~~) .  Then any c’ntrc u (’) E ~
‘
~~~~~) is ter-~ned admissible. We now define

three notions of constrained contro ’.lab ilitv or , more precisel y . .-null controll-

ability .

Deftnitl ,n ..~~ The l inear system (S) ~s .- n u . i  controllable at (x ,t )

if , given the initial condition x(t~~ — x
~~

, there exists a contro l u() € T~(~)

such that the solution x (•) of (S) satisfie s x(t) — 0 for some t E

D e f i n i t i o n  l . .~~ The linear system (5) is ~~ oballv ~ -nui l controllable

at t if (S) is i-null controllable at (x , t ) for all x E ~~~~~~~ 0 0 0 0

Our major r e s u l t  w i l l  per ta in  to the global  typ e of controllability . To

co~~ are our resul ts  to those of previous re searchers , we a lso need a local con-

tr~’i~.abtlitv concept.

Definition 1.3. The l inear sys tem (S) is local ly  n -n u l l  con t ro l l ab l e  at

t if there exis ts  an open set V Rn , containing the origin , such that (S)

is n u l l  c o n t r o l l a b l e  at (x ,t ) for all x E V.
0 0  0

I I _ _ _ _

This requirement can be weakened to local in tegr abt l ity .

- l -

ii , 
_ _ _ _  

_ _ _____—- _ _ _ _  
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The m a j o r i t y  of constrained contro l lab~.l icv  resul ts  are for  au t onomous

systems , i . e. ,  systems where A and B are constant . When . — R
m
, Kalman 1

showed that a necessary and s u f f i c i e n t  cond’ ion for  g loba l  Rm _ f l U l l  controll-

a b il i t y  is rank(Q) — n where Q ~ Th I AB ,. . . ~~~~~~~ Lee and Markus :2: con-

s idered constraint  sets ~. R~ which contain u — 0 and showed that r ank (Q) — n

is a necessary and sufficient condition for S~ to be locally ~-nu 1l controllable.

Furthermore, if each eigenv alue  \ of A satts t ies Re i ’..) < 0, then ‘S) is globally

n-nu l l  c o n t r o l l a b l e .  This result is typ ical of the r e s u l t s  ava i lable  when

contains the or ig in .

Saperston e and Yorke 3 were the f i r s t  to eliminate the assumption that

zero is an interior point of ~ when they cons idered prob l ems with m — 1 and

.T. — - o,::. Their result s ta tes  that  for these problems S) is :ocally 1-nuli

controllab.e tf and Ofl i~ if rank(Q) — n and A has no rea l eigenvalues. They

also extend this result to m I and cons ider the m -fold product set ~I •

• Problems with more general constraint sets were studied by Sra~~er 4 who

showed that ~f there exists a ‘
~ E ~. s a t i s fy i n g  Bu — 0 and the convex hull of ~~.

• has a nonemp ty interior , then necessary and sufficient conditions for local

~-null controllability are ran.k(Q) — n and the nonexistence of a rea l  eigen-

vector v of A ’ sa t i s fy i n g  v ’ Bu ~ 0 for  a l l  u E :~. In addition , if no aigen-

value of A has a positive real part then the theorem becomes one for global

1-null controllability . A similar result for global controllability when

— 0,1 was obtained by Saperstone “ 5~ . Friedman 1:6: cons iders a l inear

pursuit evasion problem where the target is a closed convex set and gives a

sufficient condition for the existence of a pursuer control , based on the

evader ’s control , which drives the system from a specified initial condition

to the t a r g e t .

For nonautonomou s sys tems , the mos t familiar controllability result is that

of Lalman :1: when ~ • ~
m H. showed that (S) is Ra_ n u l l  control lable  if and

only if V(t0,t 1
) is posit ive definite for some t1 E t0,

.) where

IL~ --
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W (t ,t 1
) ~

and ~~(t ,i ’ I  is the state transition matrix ~uC  (Sj. When the control is con-

strained , the major global results are those by Conti ‘7 and Pandolfi  ~~~ In

~‘ , Conti describes a “divergent in tegra l  condition ” which  is necessary and

s u f f i c i e n t  fo r  global  n -nu l l  c o n t r o l l a b i l i t y  when is the closed uni t  ba l l .  In

order to make Conti’ s result more compatible with ex ist ing theory for time-

invariant systems , Pandolfi in ‘8: defines the notion of p-th characteristic

exponent for t ime varying systems , For the special cas e when the system is time-

invarian t , the characteristic exponent turns out to be the real part of some

eigenvalue of A. Subsequently, controllability criteria are provided in terms

of th is exponent.

The ~-nuIl controllability problem is also studied in papers by Dau.r :9:,

‘ lo , Chukwu and Gronski I~~ and Chukwu and Silithian ~
‘l2 . In order to decide

on the question of ~ -controllability ,one must tes t a certain growth condition

which involves searching a function space. In contras t , the results given here

are finite-dimens ional in nature .

Zn l32,, Grantham and Vincent cons ider the problem of steering a nonl inear

system to a target. They present a technique for determining the boundary between

the set of states which can be steered to the target and those which cannot.

More recent . Murthv and Evans r 14 obtained results comparable to t 3 -t 5 for

d i sc re te  l inear  systems and Pac h ter and Jacobson 1:152 developed sufficient con-

ditions for controllability for case where A(’) and B(.) are time-invariant and

. La a closed convex cone containing the origin. A readable account of the

state of the art  is contained in the book by Jacobson t l6 . chapter 52 .

In contrast to much of the work of prev ious authors , th is paper concentrates

on the case where A(’) and B() are t ime-vary ing. Our results for global s-null

controllability are for constraint sets ~ that are compac t and contain sero

-
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(but not necessarily as an interior point). One of our main results on global

1-null controllability is an ex tension of a theorem of Conti 1:7 and it degen-

erates to Conti’s theorem when ~ is a unit ball.

Our results for l-null controllability at (x , t )  have even wider appli-

cabi l i ty  s ince they do not require  0 E ‘1. Nsither do they require the existence

of a u E such that Bu — 0 as in ‘ 3’ - ’ 5:, 7 _ T 122. Thus we can analyze

controllabilit y of a system with , for examp l e , m — 1 and 7e • r 1 2  wher eas many

of the presently available theorems do not apply. Furthermore , as wi ll  be i l lus-

trated by examples , there are autonomous systems (S) which are neither globally

~-null controllable nor locally 1-null controllable but nevertheless are s-null

controllable at some (x ,t). Our theorem can be used to decompose the state

space into two sets . InitiaL states in one set can be steered to the origin

while those in the other cannot be dr iven  to the or ig in  by an admissible control.

• 
2. Main Results . In order to describe our necessary and su f f i c i e n t  con-

• ditions for global ~l-null controllabilit y , we make use of the support function

IL : Rm - R ~.. ~~.i .1 on which for any ~ E 
~m is given by

~ sup~~~’~ : L E .
‘

~

!Jsing this notation , we have th. following theorem , wh ich is proven in Appendix A.

Theorem 2 . 1 .  Suppose 1 ii * compact se t  which contains zero, ~~~~~~~~ (S )  
~!

globally c-null controllable at t0 i f and 2!~iZ i~

(2.1) H,_ ( B ’ ( ’T )z ( r ) )d r  — ~

0

for all non-zero solutions z(.) of the adjoint system

(5’) ~‘(t) —A ’(t)z(t); t E T t
0,
.)

The theorem is also valid if the requirement “0 E ~~~
“ is rep laced wi th ‘there

exists a u K ~ such that lu — 0”. This typ. of ass~~~tion is used by Br~~~er t4 .

~~~~--— -~~~~-- _— — —~~~~~- - -- -~~~~-~~~- ~~~~~ _~~~~~~~~~~~— -  ~~~~~~~~~~~~~~~ -~~~~-~~~-- • - -~~~
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or ~quival ent Ly, if and ~~~~ if

sup ~ -~ ’ B’( i )~~’( t  ,‘r ) ) : i, E ~~di • +0
0

for  a l l  ‘ K R
r
~, ~ ~

We note that  ) L ( B ’ @ ) z ( r ) )  can be viewed as the composit ion of a non-

negative Baire func~ ton wi th  a measurable function, Hence , the integral in (2.1)

is we l l  de fined  along a l l  t rajec tor ies  z • )  of (S) .

In the fol lowing  corollary , we examine the special case of Theorem 2,,1

which arises under the strengthened hypothes is  “zero is an in ter ior  point of

1.” As we might  an t i c ipa t e , for this special case , the structure of the set

will not matter other  than the requirement that  it contains zero in its

in ter ior .

Corollary 2.2. ~See Appendix A for proof): Suppose there exists .! ~~~
-

• pjç~ set ~ such that

• (i) zero is an interior point of 
~ ;

• (ii) (S) i~ g loball y ~-nu11 controllable.

Then (S) is a lso  globally ~l ’ -null controllable for ~~~ other  set ~~~~
‘ (no t neces-

sarily compact) which contains zero in its interior.

Our proo f of Theorem 2.1 will make use of a more fundamental result (also

proven in Appendix A) g iv ing  conditions for  n - nu l l  co n t r ol la b t l i ty  at a fixed

i n i t i a l  epoch (x , t ) .  To meet this end , we define the scalar function
n n3 : R X R X R ‘ R by

A(2 ,2) J(x ,T,X ) ~ x ’~~’(T,t )X +

I -

~ 

_ _ _ _ _ _ _ _  

_  _  _ _  

_ _ _ _

— -  
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We no te tha t J(x ,T,X) can be viewed as the support function on the so-called

at tainable set. Th is fact is used imp l i c i t l y  in the proo f of the next theorem.

Theorem 2 .3. Le t ~ be * compact set. Pick any subset .‘. of R~ wh ich contains

0 as an interior point. Then (S) is ri-null controllable at (x ,t ) if and 
~~~~~~~~ 

if

(2 .3) min [J(x 0 ,T ,X ) : X K ~~~~ 
— 0

for  some t E Ct 0 ,.), or equivalent ly ,  IL ~~ aai~ AL.

(2. 4) J (x ,T,X) ~ 0 for j~,j X E ~.

.L2! some T E

Coement. If ~ is also convex and A and 3 are constan t , the sufficiency

portion of this theorem is just a special case of Theorem 7.2.1 of ~~~~~ .

N a t u r a l l y ,  the smallest time T for which (2 .3) holds w i l l  be the minimum arrival

t ime at the or ig in .

Theorem 2 .3 can also be stated in t erm s of the adjoint system (S’), i.e.,

if we tak e •
‘. — R~ and notice that z(t) — :‘(t ,t)z(t0

) is the response of the

adjotnt  system ( S ’ ) ,  then the following theorem is easily proven. (The proof is

established by making the change of variables z (t )  ~ ~ ‘( T , t) X ) .

Theorem 2. 3’ . Let satisfy the hypothesis of Theorem 2 .3. Then (S) is

l-null controllable at (x ,t )  if and 
~~~~~~~~ 

if there exists some T K t0,
.) such

that

(2.5) x ’z(t ) + H~ (B ’(r):(i))d~ ~ 0

0

for a l l  solutions z(.) of (S’).

This theor em demons trates that the question of ~l-null controllabil i ty at

(x ,t )  can be answered by solving a finite dimens ional optimization problem.

Moreover , the question of global cl-null controllability can also be answered

v ia a finite dimensional optimization problem.

I~ _ _  

_ _ _ _  _ _ _
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Corollary 2 . 4. Let ~ and A be as in Theorem 2 .3. Then ( S)  La global ly

s-nuLl controllable at t if and ~~~~ if for every x E R~ there is a time

T E t ,.) such that
* - o
0

min (J (x ,T ,k )  : \ E t .3 — 0

The proof of this corollary fol low s from Theorem 2.3 in conjunction with

the definition of global ~-aull controllability .

There is one point worth noting . In using Theorem 2.1 to check for s-null

controllability at t , ~ ~ ast be compact and contain 0. If Corollary 2. 4 is

used , only the compactness assumption must  be satisfied .

Next , we present some examples to i l l u s t r a t e  how our theorems can be

app lied and to compare oi.ir results to those of :3-5 .

Example I. Let x(t) and u(t) be scalars and suppose (5) is described by

*(t) — x(t) • u(t) • t K

This system is R 1
-null controllable if — R

1
. But suppose ~ • 0,1 .  Then the

system i_s not globally s-null controllable at t
o 

— 0. This follows from

Theorem 2.1 since , for z < 0 , ~~ (B ’ ( i - ) z (~ ) )  — 0 and thus IL (S ’(i’)z(r )~d’r < + .•

Also , using r32 or 
~4 it can be shown that the system is not locally n -nul l

controllable . Nevertheless , there do exist initial states x from which it is
0

possib le to s teer  the system to the or ig in . Such states can be determined via

Theorem 2 .3.

For the above

J (x ,T,X )  • ~~~~ 
~~~ 

sup , :ie T
~~ x : K r 0 l~~d.r

When , — ‘ -I ,l , this becomes

• 
x e T\ X~~~O

I 
- 

J(x ,T,X) • 4
L x e’

~
x + x(.T_ 1) ~ ~



ft  

- -

and thus

min[J(x
0,T,X) : X E 

r ..1,1:1 — 0

if and only i f x ~ 0 and x � •
-T_ 1 for some T K !0,ai), or equ ivalen tly,  if

and only if -l  < x0 ~ 0. We conclude that even though (5) is not locally ~)-nuI.l

• con trollab le , it is a-null controllable at (x
0,0) when ever -l c x0 ~ 0.

If l — ‘ l , 2 , neither 3-5 nor Theorem 2.1 apply . However , we can use

Theorem 2.3. Since

I2Xe ( T_ T ) 
x > 0

— (T— ~ )

J(x0,T,X ) becomes

(~x e Tx + 2X (eT_ 1) ~. > ~

J(x ,T,X )  — )
1
ee

T
~ 

+ X ( e T _ I) ~ 0

• and

• min~J (x ,T,X) : X € t_ I ,l:1 — 0

if and only i f 2 ( e T_ 1) ~ x0 ~ 
e~~- 1. Thus (S),wtth ~ — l ,2 , is i-null con-

trollabl e at (x ,O) wheneve r -2 < x ~ 0.0 0

As a f inal variation of this problem ,suppo.e ~ — -a , a .  Then t4 : or

Theorem 2.1, shows that (S) is not globally cl-null controllable. Using c4:,
it can be demonstrated that (S)  is locally ~-null controllable while Theorem 2.3

not only tells us that (5) is locally s-null controllable but also tha t the states

x which can be steered to the origin are those satisfying -a ‘C *0 
‘C a.

Ex~~~le 2. Our second example illustrates the application of Theorem 2.1

for a nonautonomous system. We consider the time-varying two-dimensional system

(S) describe d by

L1J~ _ _  

_ _ _
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— u(t)sint

k2 (t) — - 
I 

2 X1
(t) + u ( t ) t s int , t E to,.)

(t+ I)

The control constraint set is taken to be ~ — :0,1:. By a straightforward com-

putation , the state transition matrix for the adjoint system (S’) is found to be

t — t
1 °

(t+l) (t0+l)

~~
(t,t ) —

0

0 1  j
Hence , in accordance with Theorem 2.1 , (S) is globally a-null controllable at

t — 0 if and only if
r r 1I i  _I~

_ 
~z 

-

sup wrs t n  ~ ¶sin ¶ ¶+l ()1 
d,. — +

~~ ~~:o .’ L° I

for all nn~-ze’o initial conditions z0 ~ :z~~ 
ZO2:~~ 

Evaluating above , this

reduces to the requir~~ent that

1 ’
(2.6) I(i’id, max •O ,z01 sin , + z02 r sin ,(l + —a)’ d, • + .

for all  i 0. We shall show that this condition is indeed satisfied .

Case 1. 201 ~ 0, 202 • 0. For this case , we hav e

— max(0, a01 sin i~~d,‘0

— 2
01 sin ~ di

where 
~ l ~ � 0: sin ,‘ > 01. Because the range set of integration is

the union of i n f i n i t e l y  many intervals of leng th “, it follows that

— + —
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* Iz0I~ 1
Case 2. 201 • anything , 202 ~ 0. Le t  T . Then to ver i fy

1 202
(2.6), it sufficies to show that

a
- t(’r)dr — + .

where • � T :  202 sin, > 01 . (Recall that the integrand is non-negative.)

Now , for r E 
~ 2 ’ we notice tha t the integrand I(i- ) can be bounded fro. below as

f ollows :

z
01

sin t + sin r (1 + 
~~~~~~~ 

~ ~z02
Hsin iI~ (l + 

- l z 01 t l s t n  i
~

~ 
(~ z~~ l ¶ -Iz 01~)1sin i i

/ *� (~~z I  T _ I z
01~ ~

sin 1•~ ’

— 15in 1~

Hence ,

I(,)dr � tsin i- l a, -

• becaus e the range of integration is once again the union of infinitely many

int ervals of length ~- .

We concl ude that (S) is globally ,-null controllable.

3. Relationship with Other Controllability Results. In th is section , we

compare our controllability results wi th those of Conti r~: and Br~~~er t4~~. We

also cons ider , as a limiting case of our theory , the usual controllabili ty problem

ob tained when magnitude constraints are not present .

Result of Conti. An important special case of Theorem 2 .1 occurs when fl is
ma closed unit ball in K , i.e.,

I I
I . where H ~ is a pra specified norm on Rm . For this s ituation we have

1’ __ 
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— supl~~’B’(i)z(,) : u ~~ 11 —

where •
~~~~ 

is the norm on Rm which is dual to . . (For examp le 
~~~ 

is the

norm when is the £~ norm; and 
~~
. 
* 

co inc ide when is the usual

(Eucl idean) norm.)

By Theorem 2.1 , we conclude that (S) is globally l-null controllable at

t
o if and only if

a.

(3.1) !Bs(i)z(.r)’ d.r —

t0

for all non-zero solutions z() of (S’). This result is established indepen-

dently in Conti r 7  and also d iscussed in Pandolfi :8:. This result , in con-

junction with Corollary 2.2 leads imediatelv to the following Proposition.

Propos it ion 3. 1. Let ~ be any set containing zero in its interior. Then

(3.1) is a necessarv and sufficient condition for ~~~~~~ c-null controllability.

Thus, Conti ’s condition is a necessary and sufficient condition for global

a-null controllability for any set l containing zero in its interior , not just

when ~ is the closed unit ball.

Result of Br~ !mer. Consider the case when A(t) u A and B(t) u B are time-

invariant. For these autonomous problems , the following necessary conditions

can be obtained directly from Theorem 2.1. Recall that Q • :~~,AB ,A
n 1

B .

Theorem 3.2. As s~~~e A ( t) • A and B ( t) U B are t ime-invariant  and that

~ is a c~~~~act set which contains the origin. If (S) is globally ~ -nu1l con-

trollable then

(t )  rank ( Q )  — n

( ii ) there is no real ~~~~~~~~ v of A ’ satisfyi ng v ’~ a ~ 0 ~~ E ~~ .

(iii) no eigenvalue of A has a p~~itive real ____

• . The proof of this result is in Appendix B.

— — -- .. - — - ••—
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In r4 , Br~~~er has ob tained the same result us ing a d i f f eren t method of

proof. There, he also shows that the above three conditions are also sufficient

for global ~-nu1l controllability in the time invariant case if it is also

assumed that the convex hull of 1 has a non-empty interior. Alternative proofs

of the sufficiency result have been given by Heymann and Stern ‘25 and Hajek.

The latter proof is in :5.

We note that the system of Examp le I of Section 2 does not satis fy these

three conditions . Nevertheless , it is s-null controllable at (x ,0) for  some

initial states x
0

The Case ~_R
m
. When ).Rm

, it is well known ‘ 17 , p. 1712 that the time-

I varying system (S) is comp letely controllable (globally K
m_null controllable at

t
0 

in our notation) it and only if the rows of :(t ,~~)B ( ) are l inearly indepen-

dent on some bounded interval r t ,T .  Here we s~ ’w that when ~_R
W
, equation (2.1)

is a necessary and s u f f i c i e n t  condition for g lobal  Rm_ f l U l l  control labi l i ty. This

is accomplished b y showing that (2.1) is equivalen t to the rows of :(t ,~ )B( )

bei ng linearly indep endent on some bounded interval

Propos it ion 3.3. (5) ii gjoba l ly Rm_ flUll con troll abl e if and only if

‘t K0
for all non-zero so lu t ions a (.) of (S ’).

Th. proof of this result is in Append ix B.

4. Some Coe~ utational Aspe cts. In a large nt~~~er of problems , one may

have to resort to the computer to check whether or not a system is ~-nuIl con-

f trollable. When us ing equation (2.3), a solution of the minimization problem

.
tminCj(x0,

T,X): ~ E •‘.~~ is needed. Direct application of so-called gradient or

d escent algori thms to c~~~ute min (J(x0,T,- ) :  X E t.1 is precluded by the fac t

that .1(x ,T ,A) is in general not diff erentiable in X . This fact is a consequence

IL
° 

_  

_
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of the sup operation involved in the definition of H~ (B ’(i- )~~’~ T,r)X ). Fortunately,

however , numerical computation of min (J(x ,T,~ ): ~ E •‘. ) is feasible if “general ized

steepest descent” schemes are used . These schemes rely on subdifferential rather

than gradient information . The next two le~~as develop a description of the sub-

d if fe rent ial of J (x ,T,\). The proofs are given in Appendix C.

Lee~ a 4 .1. For f ixed (x ,T) E R~ X R , J (x ,T ,X) isa lower seinicontinuous

convex function of ‘. .

Lemea ~e,2. For fixed (x ,T) € K” X K , the subdifferentia l of 3(x0
,T,~ ) at

E R
n 

cons ists of all vectors 
~~ 

E R” ~ h form

(.~e .l) — ~(T,t)x ‘

0

wh e r e

(~~. 2)  ~~~~~ € arg max ’B’( i-) : ’ (T ,~~~. -
~~ E ~~

— ~~~~ E : £ ‘B’(’r )~~’ (r ,,)~. ~ B ’ (r )’(T,i- )\ V E ~~

for almos t al l E :o ,T .

Remark. Since J(x ,T ,\) is the support function on the attainable set (see

discussion preceding Theorem 2.3), a geometric interpretation of the subdifferential

at \ is available: This set consists of all vectors in the normal cone to the

atta inable Set at ~~~ . (See Goodman 24, p. 285:).

Formu la e (4 .1) and (4.2) hold for arbitrary compact-convex ~.. Often however ,

more structura l information is known abou t ‘
~~~. In such cas es , (4 .1) and (4.2) may

f
• s imp l ify . To i l l u s t r a t e , suppose

~~~~~ 
E ~J(x ,T,\), the subdifferential of .J(x ,T,’) at , i f and only  if

J (x ,T,z) ~ J (x 0 , T ,~~) + (a - ~~
) ‘

~~~~ for iii z E R” - 

iii 
~~~~~~~~ ±T±~ - - -
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— ~~Mj,M1: 

x r _ M.,,M1 x ~~.. x r M ,~4 :  ; (M~ > 0)

Then, the maxi~.im in (4.2) is achieved in the ~th component by

E M~ sgnrB ’(i’
~:’(T,r)\ 1 ; i —

where sgn x 1 if x > 0; sgn x -i if x < 0; sgn 0 ~ ~-1 ,l .  Consequently, for

this case , we can substitute into (4.1) and show that the subdifferential

?J (x ,T,X) consists of all vectors 
~~~ 

E K” of the form

-r
(4.3) — ~(T ,O)x ~ Z M1h~ (T ,r)sgn \‘h1

(T,~ )di‘o t— l

where h
~
(T,T) is the ~th column of H~T,~ ) :(T ,,)B(r). This descri ption of the

subdi fferentials of J(x ,T,) can be used in conjunction with the generalized

s teepest  descen t  algorithms to compute i~in J(x ,T ,~ ): E ‘l ,

~e also note that is uniquely specified by (3.3) if

measurer, : \‘h~ (T.~ ) — 01 — 0 for i — 1 ,2,... ,m

For such X . ?J(x ,T,\) is precise ly ~. J (x ,T,X), the gradi .mr of J(x ,T,) at ~..

5. The Steering Control. Using the results cf Section 2 , we can determine

if (S) is ~-nu1l controllable. However , those results do not give a method for

determining a steerinj contro l u
~
(.) € ~ (~) which accomplishes 

this objective.

One method of determining an appropriate u~ (.) is to solve the time optimal

control problem , i.e., find u~
(.) E ~ (~) wh ich steers (S) from given (x ,t )  to

the origin and does so in miniuzmt ti-’e. If there is a control which steers the

system to the origin , then there is a time optima l one 2 .  l~ence , in principle ,

a steering control cart be numerically computed us ing any of a wide var iety of

algorithms which are available for solution of the time optimal contro l problem .

Since the solution of the time optimal problem is determined by solving a

two point boundary value problem , it can be quite difficult to obtain the steer-

ing control this way . In this section , a “simp ler ” al ternative method for

_____ — - - - -S __________
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generat ing a steer ing  control is presented . This technique does not involve a

two point boundary value problem and leads to a control which steers  the system

arbitraril y close to the origin. Our result is obtained from the following

minimum norm problem : given initial point (x ,t )  and a final time T, find

u() E ~~~~~~~~ which leads to the smallest value of x(T) . The solution of this

minimum norm problem is character ized in the next theorem.

Theorem 5 .1. (See Appendix D for proof). Let (x ,t )  and T be gj.ven.

Suppose that E R
n 

achieves the minimum of J(x ,T,).) over the closed unit bal l.

Then ~~~ solution of the minimum norm problem satisfies

(5.l~ u
~
(1) E arg max ’B ’ I:’ (T ,~

rP.~ 
: ~

. E ~ 1

r almost all ~ E t ,T’.— — - o  -

.e note that condition (5.1) w:1l uniquely determine u
~
(.) whenever the

minimum of ~ 
‘5 ’ - 

~
- ‘(T ,T)

~
.
~ 

is uniquel y achieved . For example , suppose

— -M 1,M1_ ~ ~~~~~~~~~ X ,~~• X -M ,M ~ 0)

Then (5 . 1)  r e qu i res

(5.2) fu~
(
~
)_ 1 ~ M~sgnTh ’(—’:~~(T ,T ~~~~ , I —

For the case when the minimum of x(T) — 0, 
~~ 

— 0 and (5.1) will not

determine a control which steers (S) to the origin. The following heuristic

procedure can be used to determine a control which steers (SI arbitrarily close

to the origin: choose a T such that the minimum of lx(T) is nonzero. As T is

increased , the minimum of ‘ x(T) approaches zero and the corresponding solution

u
~~

(
~~
), generated via (5.2), of the minimum norm problem results in a control

which steers the system progressively closer to the origin .

(S) here is required to be K -nu ’.l controllable .

I 
m
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In our next theorem , we provide another useful characterization of steering

controls. For fixed T E 
p
0,.), x

0 E R~ , we define the functional V
T
: R

T~ X ‘
~~~~

.) ~~ R

by

V
~

(’a ,u(~~)) • ‘a ‘ ( T ,O)x 0 ‘a ’: (T,~ )B(~ )u(~ )dr
‘•O

Theorem 5.2. (See Appendix D for proo~
’
~. Pick 

~~~ 
compact convex set .. con-

tam ing zero as an interior point. Then V ,,(\,u(~~) possesses at leas t one saddle

point 
~~~~~~~~~ 

E t. ~ ~~~~~~~~ Moreover ,u
~

(- ) steers x to zero at t ime T if and

It 
~~~~~~~~~~~ 

• 0.

1 .

~ ______________L L ’

~ 

_ _
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6. Additional Applications. In this section , we use our results to obtain

an existence theorem for  the time optimal control problem and al so app ly our

results to a pursui t  gem..

Existence of Time Optimal Controls. Consider the following time optimal

control problem: Find u (S) E ~(~) which drives the state 
x(- ) of (S) from an

initial position x(t~~ • x0 to the origin and minimizes

t f
C(u(’)) • dt ; t~ — arrival time at the origin .

0

The c lass ica l  theorem for existence of a time op t ima l control (e .g., Lee and

Markus :2:) requires that  there is at leas t one control which transfers the

st ate x ( - )  of (S ’s to the or igin .  Co~~ining the r e su l t  of T2 with our Theorem 2. 3 ,

we obtain the following existence le~~a.

Leema 6 . 1.  Th er ’~ exis ts  a solution to the time optim al  control  probl.em if

and oni’: if there is some f i n i t e  t E ‘ t ,~~~~
) such that— — f - o — —

min[J(x .tf~
’a ) : ‘a E •‘1 — 0

Fur rmore, the time optima l coa t is given ~~

— nin~tf 
: min J(x~~tf.\) : ~ . E L ., • 0~

Pursuit Canes. Nex t , we consider the pursuit gane studied by H aje k t18 .

The system is described by

(6.1) *(t) • Ax(t) — p(t) + q(t) ; p(t) E P , q( t ) E Q x (t0
) •

where P and Q are compact convex subsets of R~. The pursuer p(~ ) seeks a

strategy ~ : Q X r t ,.) P which steer s x ( . )  to the origin for a l l  possib le

quarry controls q ( )  : t0,
.) ~ q. A quarry control ii admissible if it is

measurab le and a strategy is admissibl e if ~
‘( .)  preserves measurability.
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In (18 , a solution to tnis prob lem is obtained in terum of the associated

control sys tem

(6 .2) 
~(t) • Ay ( t )  - u(t) ; u ( t )  E P - Q  ; y(t)

*where P - Q is the Pontryagin difference . i.e.,

* A
P - Q ~ ~~~ 

E R : x 
~ 

Q C p1

Admissible controls u () above must be measurable.

Simply put , Hajek’s result says that the state x(’) of (6.1) can be forced

to the origin , for all admissible q(.), if and only if the state y(~) of (6.2)

can be steered to the origin. More precisely, the following theorem is available.

Firs t Reciprocity Theorem 18. Initial position x in (6.1) can be

(
~~troboscopica1ly) orced to the origin at time T ~ to ~~ a strategy ~

‘ ( - )  i f

and only if , x in 6. 2) can be s t eered to the origin at time I an admissible

contro l u (I . Furthermore, :(~) and u(.) are related ~~

(6.3’~ :(q,t) • u (t) + q

By applying Theorem 2 .3 to (6.21 , we obtain another condition for deter-

mining if (6.1) can be forced to the origin.

* nLeema 6 .2. Assume P - Q co~~ac t. Pick any subset .‘. of R containing zero

as an interior point. Then x in (6.1) can be forced to the origin at time

T t
0 ~~ 

a 5 t rat egy ~ 
( . )  j f ~~~ ~~~~~

minCK(x ,T,x) X € ~‘.1 • 0

where

A’(T — t )  _T

~ x~,e ° lI~~~~(e1’ (T -

ilL 
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It should be poin ted ou t that in addition to pursuit gane interpretation

of (6.1), ( 6 . 1)  can also be viewed as a problem of steering a system with dis-

turbances to the origin if q(.) is thought of as a disturbance. Also , the results

apply to systems described by

*(t) — Ax (t) + Bp(t) + Cq(t) ; p(t) E P , q(t) E Q

if one replaces Bp(t) by p ’(t), Cq(t) by -q ’ t), P by BP and Q by cQ.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~ —-~~ - — - -~~~~ ~~~~~-- -- ~~—-—
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APPENDIX A

Proof of Theorems 2 .1, 2.3 and Corollary 2 . 2. Since Theorem 2.3 is used in the

proof of Theorem 2.1 , we firs t present the proof of Theorem 2.3. There are many

ways to prove Theorem 2.3; our proof exploits the convexity of the attainable set

in conjunction with a measurable selection theorem. We note that a proof of the

sufficiency part of the theorem is given in :6, Theorem 7.2.1:. To simplify our

notation ,we henceforth take t
o— 0 without loss of generality . This will apply

to subsequent appendices as well.

Proof of Theorem 2.3. Let A_ (x 1 be the set of states which can be attained
r a

from x at time T, i.e.,0

(A.1) A.t(x ’ a  — 
~
(T,O)x

~ 
÷ :(T,r)B (r)u(r)dr u()E~’(~ )’

The set &
r
(x) is convex and compact ~~~ From Def. 1.1 , it follows that x can

be steered to 0 at time ~ i f  and only  if O E A
r
(x) or , equivalently, by the Separating

Hyerp ane Theorem ‘2l ,

(A.21 0 ~ sup ’’a : aEA ~
(x
~~

for all vectors ‘a E R~ . Using (A l), requirement (A 2) becomes

(~ T
(A.3) ‘a ‘~~(T,0)x0 + sup~ ’X ’ (T,~ )B(r)u(,)dr : u(.) E~”a (t~)’ ~ 0

for all “ E R”. As a consequence of the measurable selection theory of ~19 , we

can co~imnite the suprelmim and integral operations in (A.3) . Thus , 0 E A..~(x0) if

and only if

(A. l.) 0~~ X ’~~(T,O)x0 ‘ H,.(B’(,)~ ’(T,r)\)4, • J(x0,T,X)• 0 ’~

for a l l  k E R”. Since J(x~~.?~) )  La positively homogeneous in X , we can

restrict ~ to ,‘, in (A.4). Theorem 2.3 now follows.

~(T,i) Bft) being a Cartheodory function enables us to apply the r esults of t l9~ .

_ _ _ _ _ _ _ _ _  

-
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Next, we present the proof of Theorem 2.1. In the proof , Theorem 2.3 is

used .

Proof of Theorem 2.1 (Necessity): We suppose that (S) is globally ~-nu11

controllable at t
o— 

0. Let z(.) be any non-zero solution of (S’); we ~ ist

prove that

(A.5) N..(B’(r)z(r))dr • +
‘40

Proceed ing by contradiction , suppose there is a non-zero solution ~~( )  such that

— ~ 
, y

5 
0

Then there is a positive constant < ~ such that

}L( B ’(, )~~( r ) ) d c  <
a

Define

* A -2~~ (0) *
X • x
o V (0)~~(0)

w e now cla im that x~ cannot be steered to zero by an admissible control

u() € . ( ‘~1. To prove our claim , for each t E 0 ,.) ,  def ine

~ ~~~~~~~~~~~~ ‘a
~~ 

~ 0

Now , given any t € 0,.),

* *J(x
0,t ,X

~
) •x

0
I
~~
’(t,0)X

~~
4 H ..(3’(r)

~~
’(t,t)X t

)d1
~

— x:’2(o) ‘ IL (B ’-(r )~ (r))df

I L~ ±11 -
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Tak ing ~~. — R
E% 

in Theorem 2.3, it follows that

1 .  
* *min(J(x 0 t ,X )  : X E 4~1 ~ 

J (x
0~

t,X
~
) < °

for all  t E ‘O ,.). By Theorem 2 .3 , (S) is not ~-nu1l controllable at (x ,0).

(Suff iciency): Now , we assume that (A.5) holds . Again , we p roceed by con-

tradiction , i.e., suppose (S) is not g lobal ly s-null controllable at to— 0.

Hence, there exists an initial condition x~ ~ 0 which cannot be steered to zero .

By Theorem 2.3 (with .‘. — RT% ) ,  we can find a sequence of times t t,~~)
1 

and a

sequence of vectors having the following properties :

P1. him t~ — + a

k-s .

p2 . J(x*,t,,~,\k
) < 0 for k • 1,2,3...

We are going to construct an initial condition i 0 for (5’) which makes the

integra l in (A.5) finite . To meet this end , let

• k k — l ,2,...
k

We note that each z.~ above is non-zero becaus e ~ 0 and 
~
(tk ,O) is invertible.

Then (zk
)

1 
is a sequence in R~ belonging to the set

A

s ~ [z E R~ : — 11 .

Since S is compac t , we can extract a subsequence 
~
t.
K 

which converges to j
some vector I E S. We will  now show that 

~ 
is the initial cond ition wh ich

we seek. Let ~( •)  be the trajectory of (S’) generated by z(0) ; let (t~ ~
‘
.i

i- I  

—- - - - — 

~~~~~~~~~~~~~~ 
- -———- —.. - — S — —-—--
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denote the subsequence of times correspond ing to ‘zk ~~~ i . By P1 , we have
.1

him t •+a
j-. — j

• and by p2 , it follows that
tk

*• x ’
~~
’(t

k ‘
0
~
’k H..S(B’(r)

~~
’(t.K ~~~~ )dr < 0 for j — 1, 2 ,3 ,...

I i 0 j

Dividing by 
~~

‘(tk ,0)X and noting that H... is positively homogeneous , we
~ 

k~ .4

obtain

: 
HrJB ’ (r) ’(O ,r)zk )dr ~ ~

x 
~
Z
k 

for j — 1,2,3,...
o 1 1

~ ~!x
’
~ for j — 1 ,2,3,...

We would l ike to obtain an inequality involving i with an infinite upper limit

on this integral. To accomplish this , we define

~k 
(r) . (B’(.r )

~~
’(O,.r )z

k 
) i f r E O

~
tk

• I 
• ‘  I I

- 
. 0 otherwise; j — 1,2,3,...;

f(r) ~ H,(B’(r)~~’(0,y)~~) ; r € rO ,us)

and make the following observations :

( i) f~ (r)di is bounded (by ‘!x ) for j — 1 ,2,3,...
o j

(i i)  f (r ) converges poin twise to f(, ) on t O ,
~~~~

) .  Thu observation is

proven us ing the facts that 
~ ~~~~

‘ 
.e + a and H~. depends con-

tinuously on its argument.

I
I • 

~ ~~~ ~~~~~~~~~~±i:~~~~~~~~~~~~~~~
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App lying Fa to u s  L~~~a ~2O , p. 83~ ,we have

- f(T )df ~ him inf - f (i )di

~o ~~~~~

~ him sup 
~k 
(~ )di

0 J

*
‘

I
X

0

Substitution for f (r) above gives

i.e., 

IL(E’(r):’(0 ,t)~~ )ths ~:
~ ~x

0 ’ 0

< a

which is the contradiction that we seek . This completes the proof of the theorem. ~

Proof of Corollary 2.2. Suppose ~ and ~~
‘ sa tisfy the hypotheses of the

corollary . We are going to show that (5) is globally Y-nuhl controllable. To

prove th is , it is sufficien t to find a subset Z ~~ ‘ such that (S) is globally

~~-nu1l controllable: Pick 6 > 0 such that

(This can be accomplished becaus e zero is interior to c.’.) Now, to prove that

has the desired property , we p ick R >  0 such that

~ [~s: ~~ ~ R’~ ~

(This can also be done since ~ is compact , hence bounded.) Let z() be any
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non-zero solution of (S’). Then we have

— 
- sup~~~’ B ’ ( r ) z ( T ) : ~~ - ~~ 61&r

• 
~o ”6

a
— 6 ~B’( f ) z ( 1 ’ - ) ’ df

0

— 1 R B ’( r ) z ( T )I dI

~~ Rldr

—
~~~~ 

H,~ (B ’(T)z(r))dt
o R

s ince S) is globall y 
~R

_ flUhl controllable. 
~~~~~~~~~~~~~ 

controllability follows from

s-null controllability in conjunction with the fact that . )  By Theorem 2.1,

we conclude that S) must be globally ~~-nu11 controllable and hence ~
‘-null con-

• t ro l lab le .

I I : .

- _ _ _
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APP EN D LX B

Proof of Theorem 3.2. (i): This condition follows imediately from the fact

that global Rm_ null controllabilit y is necessa ry for global s-null controllability .

It is also possible to prove (t) directly from Theorem 2 .1. Suppose (S) is

g loba l ly  ~-nuhl controllable but rank (Q) < n. Then there exists a v E R~ , V ~ 0,

such tha t 3 ’ e’
~
”
~~v — 0 for all c � 0. Let :(0) — v. Then z(r) — ~

_A ’t
~ and

—~~ ~a 
A ’

sup (~~‘B’ z(i))d, — sup (w ’B’e tv)~~. — 0

which contradicts Theorem 2 .1.

(it): Suppose IS) is globally ~-nu1h controllable but there exists a real eigen-

vector v of A satisfying ~ ‘B ’v � 0 f or a l l  ~ E ~~ . Denoting by 1. the real eigen-

value associated with v , we hav e e~~~~tv • ~~~~~ With z(0) — v ,z(i) — e~~~~v • e~~~
’ v

• and

. , I ~~~sup (i~ 5 z(,)dr — sup (ui B e v)dr
o~jE~~ ‘o~~E~~

-Xi
— e sup (w B v)dr

Now this integral is less than or equal to zero s ince sup (m ’B v) ~ 0 and e ’
~
’
~ ~ 0.

wE ~
This contradicts Theorem 2.1.

(iii): Again the proof is by contradiction . Assume (S) is globall y ~—nu11 con-

trollable but A has an eigenvalue X with a positive real part. Then X is also an —

e tg envalue o f A ’ so that A ’v — ~v where v is an eigenv.ctor correspond ing to A ’.

Let ~ and denote the complex conjugate of )¼ and v • They satisfy A; — X;. Hence ,

—A ’t X t -A t— Xt —e v — c  v and e v — c  v

Cons ider the solution of the adjoint equation correspond ing to the initial con-

dition z(0) • v + ;. (Note that z(0)  is rea l . )  For this z (0)

- 1~ _ _
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sup (
~j~’B ’Z(i)) — Sup ( w B ’ e~~~~~(v + v ) )

r , j ~~~• sup : .~ B ~e V + e v1w E  ~~ 
-

r , , —a t r— sup ~~ B e 2m cos bt + 2n sin bt~

where a and b are the rea l part and imaginary part of ~. and n and m are the real

part and imaginary part of v. Let M sup sup i~ ’B ’2n cos bt + 2n sin b t .
t � 0 -~~E~~M is finite since is compac t , i.e., M � 2 max(~ n~ ,lm I

l B~ sup w . Thus
w E ~~

—atsup (w B ~(r)) � Me
w

and

sup (~~‘B ’ z~~ ))àr � H e at
dt

The integral on the right is finite since a ~
-. 0 and we have a contradiction to

Theorem 2.1.

Proof of Proposition 3.3. (
~4ecessity): Suppose (S) is globally R

m_nuhl

controllable. Then there is a finite interval ‘:o,r on wh ich the rows of

(0, )B( are linearly independent. Thus, for every non-zero vector 2 E Rn ,

it follows that B’ (t) - ’(0,t)z0 
� 0 for some t € r0,1 •  Since , B ’(.)~~’(0,~~)z

is continuous, there must be an interval I — r t - 6 ,t + 6: on which

t 0 for all i E I. ~n this interval , we hav e

sup~~ B ’(i)~~
’(0,i)z0 : ~ E R

m.
~ • + .

Hence , using the non-negativity of H,.(•), we conclude that

‘
a- H (3 (i)z(i))d1 H m

’(T
~~~

’(O
~

T ) 2
o~~

1
O R

m 5 1 R

~ sup(~~’B ’(i)~i ’(0 ,~ )z
0 : 

-
~~ E R~~di

I

ii T 

- 
_ _ _
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(Suff iciency) : Proceed ing by contradiction, we suppos e that for all non-zero

solutions z(.) of (S’), we have

H m
’
~~~~~~

(T)
~~~~ 

S + a
o R

but the columns of B ’(.)~~’(0,•) are linearly dependent on every bounded interval

0 , T .  Let ‘T ~~ be a monotone increasing sequence of times such that T -. a~n n l  n

Then, for each n , we can find a non-zero vector 
~ 

such that B ’(r):’(0~ii~~ • 0

~~ 
r e - .  2. Letn

-.‘ nz ~~~— for n —  1 ,2 n
fl

Then, ‘Zn
” _l U a sequence in the (compact) unit ball . Hence , we can extract a

subsequence z converging to some 
~~ 

— 1 . We notice that the corresponding
I

subsequence of times T still converges to + a~ Furthermore , for each f ixed
I

i E ~~~~~ we have

— him B ’ ( T )~~~~
’ (O ,T ) Z

° j .4 a j

— 0

Consequently, if ~~~ is the trajectory mate of 

~
,

‘a
- 

H (S’(~~~ (r))d, sup~~
’B’(i):’(0,i)~0 : ~ 

E R
m

1dT • 0
. Rm

wh ’ ch contradicts the assumed hypothes is .

I.
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APPEND LX C

Proof of Le~~a ..1.. For (x ,T) fixed , J(x ,T,\) can be expressed as

J(x ,T,\) • SU p I ~~i ( ~~~ ) : ~~ ( )  E ~~~~
where

~1 (X) ~ \ :(T,0)x + ~ ‘~~(T ,t)B (T- )W (r)di .
0

0

Consequently , J(x ,T,~ ) is the pointuise supremum over an indexed collection of

continuous linear 4hence convex) functions . Hence J(x ,T,.) itself must be con-

vex and at leas t lower semicontinuous (in fact , continuous).

Proof of :~~~ a ...2. We prove this l eura us ing some of the standard prop-

erties of subdi fferent:als given in Rockafellar -2 1:, r-, -~’ Since both functions

in the definition of J(x ,T,~ ) are finite and convex ,~.~ E ~J (x ,T, ) if and only

-T
‘
~~~ 

E ~ (x~~ ’ (T,0~~) ~ ~~(B’ yr):’(T ,,~~ )di (by Theorem 23.8 of ~2 2 )

— ~(T ,0)x ~R~ (B ’ )~~~T,r~~ )di (by Theorem 23 of :22:)

(by Theorem 23.9 of ~2l )

Now , by Corollary 23 .5.3 of ‘2l . ~~~~(i) E ? H ( ~~( i) )  i f  and only  if

t 4 (i~~ E arg rnax ’Z (i~ : ~ € ~~~ Substituting the required form for £ abov e , we

obtain our desired representation for
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APPENDIX D

Sketch of a Proof of Theorem 5.1. Let f : L l (0,T ;R m) 4 R, g : R’~ .

“T 
: L 1(0 ,T ; R ~~ . R~ be given by

flu) i 0 if u(.) E ~~~~~~~ f(u) ~ + — otherwise

g(z) I - :(I,0)x0 + ; z E

T
U ~~ T ,i)B(i)u(i)di

Then , using the notat ion above

tnf (~~) ~ inf~~x(T) : u(.) E ~~~

— lnf f u) -gC..,.u) u E L
i (0,T;R

m
)~

Written tn this way , inf~~~fl is ~n the standard form for application of

Rockaf e l l ar ’s extension of Fenchel’s Dua ity Theorem ( C f . - 23:, Theorem I). The

functlonals and g are respectivel y proper convex and concave functions; it can

be easi ly  shown that inf(i’c~) is “stab:’: set” -- a technical precondition for

Rockaf e l la r ’s Theorem.

By carrying out the computations involved in Theorem I of -23:, it can be

shown that the proble~

min(~~)* ~ min~J (x ,T,~ ) : ~ E ~~~~

is dual to inf (~ 1) in the fo lowing sense:

*
tnf (l~~) + min(~C~) — 0

The “extremality condition” in R ockafel l a r ’s theorem provides a necessary con-

*dition which must be satisfied by all solution pairs X~ solving (?‘Q4) and

solvtng (MN). This extremahity condition requires

I 
~~ 

_ _ _
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€ ~ f ( u ~

)

where is the adjoint of and 
~
‘f(u

~
) is the subdifferent ial of f at u

~
. For

our choice of f , this  necessary condi t ion  pa r t i cu l a r i z e s  to

\~~~(T ,r)B(i) E (Normal cone of C~) at u
~

( . ) )

~~ denote  this  norma l cone at u~ by N ( u ~
) .  By d e f i n i t i o n  of the normal cone , we

hav e V ( )  E N
~~~~

U )  i f and only  i f

.1
• sup ’B’ (r ):’ T,r )

~~ 
: .~ E ~1di

0 0

This is poss ib l e  only If .~~ — u4 (~r )  achieves the supremum of

f D r  almos t a l l  t E ) ,T .  E q u i v a l e n t l y ,  we must hav e

u~~
(
~~

) E arg ~~~~~~~~~~~~~~~~~~~ : £ E ~~

~~ almost a l ~ E -) , T .

Proo f of Theoren 5 .2 .  AS in the proof of Theorem 2 .3 , le t  A1
( x )  be the set

o f s t a t e s  wh~ ch ca n b~ a t t a i ned from x at t ime T . W~ reca l l  that  this  set is
0

comp act and convex . Defthe W . : ‘ Ar (x o ) . R by

( D . l )  W1(’ ,~~) u’

Tn accordance with Proposition 2.3 of 
p
19 , p. l7l , W

1
O~~,~~~) will possess a saddle

point  because the f o l l o w i n g  condi t ions  are s a t i s f i e d :

(D. 2 . I )  ror a l l  E ‘., W~~ , .) is concave and upper semicontinuous .

D. 2 .2~ For al l  ~ € 
~~~~~ 

W ( . ,~~) is convex and lower semicontinuous .

Since W ,.(\ ,~~) possesse, a saddle poin t , we note that

mm max V (X , u ( ) )  — mm max U O¼~~~)
xE . u( .)E”(~ ) 

T 
~~~~~ ~EA.~(x 0) T

Furthermore ,

max aim V Q u(.)) • max am U (k , !) •

J u ( )E’~(~) xE/. ~EA.r (zo) X EA

I
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These equa l i t i es , in con junc t ion  wi th  the fac t that W T possesses a saddle point ,

iwplv that V
1 

also has a saddle point.

To prove the las t par t of the theorem , we take (
~~

,u
~
(’)) to be a given

saddle point of V
t
(
~~
,u(.)). Hence we have

(D.3~) v
r(x*

,u
*~~~

) e mm max V
T
(\ ,u( ))

.E~
’. u(’)E~~(~~)

Us ing a measurable  selection argument , as in the proof of Theorem 2.3, it is

also apparen t that

(D . 4 ’  mm max ‘. ( ~. ,u~~~) )  — aim .J(x ,T,~ )

‘. E..’. u (~~)E~~~~ ) ‘~EL 0

£roc~ D.3~ and (D..-’) we conclude that

(D .5) ‘
~~

( *,u*
(f l  — mm J x ,T,’.~

From Theorem 2.3 and the Coements following the theorem , we know that x can

be steered to zero at ti—c I if and only if

0 • mm J(x ,T,~~

— .1(X4,
u
~~~~

) (by ( D . 5 ) ) .

To complete the proof , we must show that if V T O *,u
*

( ) )  • 0 , then

steers  x to  ~~. Now
0

0 — V
1(X~~,

u
~
()) 

~ 
V
1O,

u 1~(Y’ for all X E ‘.

or

:

1 -

~ -0 ~ 
‘ 
~(T,0)x0 

-‘ ~ (T ,T’)B(1’)u~
(r)&r for all ) E

7

t .  

_ _  _ _ _ _ _ _ _ _  _ _-- _ 
_ _ _ _ _ _  _ _  
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Thus

- 
(D.6) 0 ~ X ’ x(T ,x0iu~

(’)) for all ~. E t

• Since 0 is an interior point of the convex , compact set ~., (D.6) implies

- 
xl
~
T,x ,u

~
(i) • 0 and u~~

( . )  is a s teer ing contro l .
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NULL CONTROLLABILITY OF LIN EAR SYSTEMS WITh CONSTRA INED CONTROLS

*
U. E . S~~MITE NDOR F and 3.  R.  BARM ISH

Abs trac t. The paper considers the problem of steering the s tate  of a l inear

time-va r ying system to the origin when the control is sub jec t to magnitude

constraints . Necessary and suff ic ient  conditions are given for global con-

strained controllability as well as a necessary and sufficient condition for

th. existence of a control (satisfying the constraints) which steers the system

to the origin from a specified initial epoch (x ,t ). The global result does

• not require zero to be an interior point  of the control set and the theorem

for constrained controllability at (x , t )  only requires that  be comp act ,

not that i~ contain zero. The results are compared to those available in the

literature . Furthermore, nt.m*erica: aspects of the problem are discussed as

is a technique for determining a steering contTol.
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I. Introduction and Formulation. Consider the problem of steering the

state of a linear system

(5) 1(t) • A(t)x(t) ~ B (t)u(t); t E

to the origin from a specified initial condition

x(t  ) — x
0 0

by choice of con trol function u( ). Here x(t) E R~ , u(t) E ftm and A( •) and B ()
+

are continuous matrices of appropriate dimension. Un like the usual controll-

ability problem where the control values at each instant of time are uncon-

strained , w~ insist here that the control values at each instant of time belong

to a p r especifi .d set  ~ in R
m
.

Let ~~~~(~~~~) 
denote the set of functions from ft into ~ that are measurable on

‘t ,.) .  Then any contro l u ( • )  E ~~(~ ) is termed admissible. We now def ine

three notions of constrained control labi l i ty  or , more p rec i se ly ,  a-null controll-

abiLi ty.

Definition 1.1 . The linear system (S)  is ~-nu1l controllable at (x ,t
0
)

if , g iven the initial condition x(t ) • x , there exis ts a con trol u ( )  E ~~(c)

such that the solution x ( . )  of (S) s a t i s f i e s  x ( t )  • 0 for some t E

Def in i t i on  1.2. Th. linear sy stem (S) is ~~~~~~~1v ~-nu l1 control lable

at c if (S) is ~-null controllable at (x ,t ) for  alt x E R~.-~~~ 0 0 0  0

Our maJ or result w i l l  pertain to the global type of controllability . To

compare our results to those of previous researchers , we also need a local con-

trollabilitv concept.

Definition .3. The l inear system (S) is locally ~-nult controllable at

if there exis ts an open set V C R~~, containing the origin , such tha t (5)

is null controllable at (x
0
,t )  for all x E V.

This requirement can be weakened to local incegra bi lity.

•
~ 

— I —

__________ — . — 
- 

- -
~~ ,
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The majority of constrained controllability results are for autonomous

systems , i.e., systems where A and B are constant. When • K .ms•n

showed that a necessary and sufficient condition for global Rm_null controll-

ability is rank(Q) — n where Q ~~ 
!‘B ,AB ,.. . ~~~~~~~ Lee and Markus :2: con-

sidered constraint sets ~ C 
~m which contain u . 0 and showed that rank (Q) •

is a necessary and sufficient condition for (S) to be locally ~-auIl controllable.

~urth.rmor., if each eigenvalue \ of A sa t i s f i es  R eO~) ‘C 0, then (S) is globally

n-nuLl controllable. This result is typical of the results available when ~

contains the origin.

Saperstone and York. ‘ 3 were the firs t to eliminate the assumption that

zero is an interior point of ~ when they considered problems with m — I and

— ro ,1 ,  Their result states that for these problems (5) is local ly  ~—nu11

controllable if and only if rank(Q) — n and A has no real eigenva lues . They

also extend this result to m > 1 and cons ider the rn- fo ld  product set ~ — ltO,l .

Problems with more general cons traint sets were studied by Bra~mner :4: who

shcved that if ther . exists a u E ~ satisfying Bu • 0 and the convex hull of ~

has a nonempcy interior , then necessary and sufficient conditions for local

“.-null controllability are rank(Q) • n and the nonexistence of a real cigen-

vector v of A ’ satisfying v ’Bu ~ 0 for alt u E ~~ . In add ition , if no eigen-

vaLue of A has a posi t ive  real par t then the theorem becomes one for  global

n-null controllability . A similar result for global controllability when

— ~a,l: was ob tained by Sapers tone r 5 •  Friedman t6 cons iders a l inear

pursuit evasion problem where the target is a closed convex set and gives a

sufficient condition for the existence of a pursuer contro l , based on the

• evader ’s con trol , which drives the sys tem from a specified initial condition

to the target.

For nonautonom~~s sys tems , the most familiar controllability result is that

of ~alman ‘i: when ~ — He showed that (S) is RW_null controllable if and

only if W (t0,
t
1
) is positive definite for some E :C

0
,— ) where

• - -~~~ —— - --—- -- - - —.
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t

1

W(t ,t
1
) ~

t

and :(t,’r) is the state transition matrix for (S). When th~ control is con-

s trained , the major global results are those by Conti 7 and Pandolfi f8~ . In

:~~, Coati describes a “divergent integraL condition” which is necessary and

suff icient for global ~-nult controllab ility when is the closed unit ba l l .  In

order to make Conti’s resul t more compatible with existing theory for time-

invariant systems , Pandolf i in :8: defines  the notion of p -th characteristi c

exponent for time varying systems. For the special cue when the system is time-

invarian t , the characteristic exponent turns out to be the real part of some

etgenva tue of A. Subsequently , controllab ility criteria are prov ided in terms

of this exponent.

The n-null controllability problem is also studied in papers by Dauer 9 ,

‘ lo , Chukwu and Grons ki r11~ and Chukvu and Silliman ‘ 122. In order to decide

on the ques tion of ~-con trollability ,one must tes t a certain growth condition

which involves searching a function space . In contrast , the res ults given here

are finite-dimens ional in nature .

In 32,, Granthan and Vincen t  cons ider the problem of steering a nonlinear

system to a target. They present a technique for determining the boundary between

th. set of states which can be steered to the targe t and those which cannot.

More recently, Murthy and Evans :14: obtained results comparable to :3:-C5 for

discrete linear systems and Pach ter and J acobson ‘152 developed su f f i c i en t  con-

ditions f~ r controllability for cas e where A( - ) and B(.) are t ime-invariant and

is a closed convex cone containing the origin. A readable account of the

J 
state of the art is contained in the book by Jacobson l6, Chapter s:.

In contrast to much of the work of prev ious authors , this paper concentrates

• on the case where A ( • ’  and 8( 1  are time-varying . Our results for global ~-nu1l

controllabiLity are for constraint sets ~ that are compact and contain zero 

-- _ _
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(but not necessarily as an interior point). One of our main results on global

~-nu lL ~ontro1lab fl.ity is an extension of a theorem of Conti :7 and it degen-

erates to Conti ’s theorem when ~ is a unit ball.

• Our results for a-nulL controllability at (x ,t )  have even wider appli-

cability s ince they do not require 0 E ~~. Neither do they require the existence

of a u E ~ such tha t Bu — 0 as in ‘ 3 -:5:, :7-~ 12:. Thus we can analyze

controllability of a system with , for example , rn — I and ~ • ‘1,22 whereas many

of the presently available theorems do not apply. Furthermore, as will be illus-

trated by examples , th ere are autonomous systems (S) which are neither globally

n-nuLl controllable nor locally ~-nuli control lable  but neverthe less are ~-nul1

controllable at some (x ,t ). Our theorem can be us ed to decompose the state

space into two sets . Initial states in one set can be steered to the origin

• while thos e La the other cannot be drtven t~ the origin by an admissible control.

2. Main Results. In order to describe our necessa r y and suff icient  con-

ditions for global ~-nul1 controllabilit y, we make use of the support function

• ~L: R
m s R * ~~ .1 on which for any ~ € R

m is given by

~ sup~~ ’~ir : E ~~~~

Using this notation , we have the following theorem , wh ich is proven in Appendix A.
4

Theorem 2.1. Suppose ~ is a compact set which contains zero . Then, (S) is

globally ~-nul1 controllable at if and only if

S.

‘2 . l)  ~~ ( B ’ ( ~~) z ( ~~) )~~ • 4 —

~ to
..

for a l l  non-ze r o solutions z ( - . ) of the ad j oin t sys tem

S’) t (t) • —A ’(t)Z(t); t E r t
0,
.)

4

U

. The theorem is also valid if the requ irement “0 E ~~~
“ is replaced with “there

exists a u E ~ such that 8u • 0” . This type of assumption is us ed by Br~~uer ‘.
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or eq~4valenclv, if and ~~]~y if

sup ~~~~ ‘B’ (,~ :
‘(t ,~~ : E ~~ d~ —

- . - a . -.or a l l  ‘. ~ R , ~ 0.

We note that ~L(B
’(-r)z(r)) can be viewed as the composition of a non-

negat ive Baire function with a measurable function . Hence , the integral in (2.1)

is well defined along all , trajectories z(~) of (S).

In the following corollary , we examine the special case of Theorem 2 .1

which arises under the strengthened hypothesi s “ zero is an interior point of

As we might anticipate , for this special case, the structure of the set

will not matter other than the requirement that it contains zero in its

interior.

Corollary 2 .2. (See Appendix A for proof): Suopose there exists a com-

~sct set ~ such that

(i) zero is an interior point of

( i i )  ( 5) is ~ 1obailv ~-r~uil controllable.

Then (5) is also A,~~�~
11
~ ~

l’ -nu L  contro llable any other j~~ ~~~~
‘ (~~~ neces-

sar t l~ ~o~oact ) which cont*ins zero in its interior.

Our proof of Theorem 2.1 will make use of a more fundamental result (also

p roven in Appendix A~ giving conditions for ~-nu1l controllability at a fixed

Initi al eooch (x ,t ). To meet this end , we def ine the scalar func tion
0 0

.7 : R
t
~ * R x R

n s R by

5?

J ( x  ,T,’.) ~ x ’
~~’(T,t )~~

.

• 0 0 0

—U’ 
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s~e note that J(x ,T,X) can be viewed as the support function on the so-called

a t t a inable  s e t .  This fact  is used impli citly in the proof of the next theorem.

Theorem 2 3 ,  Let ~ be a compact set. Pick any subset of R
Z
~ which ~~~tains

0 as an interior point. Then (5) is s-null controllable at (x , t )  if and only if

(2 .3) min{J(x
0,T,

\.) : . E .‘•
‘

~ 
— 0

for some 1 E t ,~~ ), or equivalently , i~ ~~~~~~~ 2akZ .kL ,

(2 .-.e) J(x ,T,X) ~ 0 f or a l l  ‘. E •‘.

for some r E ‘t ,—~~~.— ~~ 0

Co~~ent . If ~ is also convex and A and 3 are constant , the suf f ic iency

portion of this theorem is ~ust a special case of Theorem .2.1 of ~
‘6 .

Naturall:, the stna~ lest tiie T for which (2.3) holds ~~l be the minimum arrival

time at the origin.

Theorem 2 .3 can also be stac~ d ter—~s of the adjoint system (S’), i.e.,

if we take ‘. — R
n 

and notice that z(t) — :‘(t ,t)z(t0) is the response of the

adjoint system (S’), then the foliowtng theorem is eas ’.iy proven. (The proof is

es tabl ished by making the change of ‘.‘ariables z(t)

Theore— 2 .3’. .et satisfy the hypothesis of Theorem 2.3. Thea (S) is

.~-nul1 c ’ n t r ? U a b l e  at (x , t ) if and 
____ 

if there exists some T € ~t ,~~~) such
— 0 0~~~~~~~~~~~~~~ 

. 0

that

ST
(2 .5) x ’ z (t ) + H 3 ’ (’r)Z(~ ))d’t � 00 0

0

for all s’l- ~ttons z(’) of (S’).

This theorem demonstrates that the question of ~-nul1 controllability at

x
0,

t
0
) can ~e answered by solving a finite dimens ional optimization problem.

• Moreover, the question of global n-null controllability can also be answered

via a ~thLte ~Lmens iona1 optimization prob lem .

b~ - - ~~~~~~~ 
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Coroll a  rv 2 .4, ~~~d ~. be as in Theorem 2 . 3. Then (S) is ~~~~~~~~~ a l l y

~-nul controllable at t if and only if for every x E R~
’ there is a time

— 0 — — — — — - 0 — —

T E c ,a) such that
0

min
~
J
~
x ,7

~~
,\) : E ~~~~ 

— 0

The proo f of this corollary follows from Theorem 2.3 in conjunction with

the ~efinit1on of ~loba •~-null c ntro l ab~~ Ltv .

There is one point worth noting . n using Theorem 2.1 to check for ~.-nu1l

contro ’.iabillt: at t , ~. mis t be compact and contain 0. If Corollary 2.4 is

used , only the compactness assumption mus t be satisfied .

Next , we present some examp les to .2 ustrate how our theorems can be

app~~ed and to compare our results to those of 3-5 .

Examn ’.e 1. ~et x (t) and u~:) be scalars and suppose S) ts described by

• x( : )  — u (t) , t E ‘ 0,.)

This sys tem is R 8
-nu 1 controllable ~f ~. — R .  But suppos e ~ • :o,’~.. Ther. ~~

system ts g -oba llv n-null contro llab .e at t • 0. Th~ s follows from
- — • 0

5— 5.
\heorem 2 .1 sInce , f o r  z < 0 , H~~~ ’( )z(- )) • 0 and thus H_ (B ’(’ z(r) ~~~ < + •.

0 /

Also , using ~3 or -
~~~~ ~~t can be shown that the system is not locally s-null

controllable. Nev er th e .ss , there do ex i s t  I n L t i a l  s t a t e s  x f r o m  which  it is
0

oos s ible to steer the s-stem to the ortgi n . Such states can be determined via

~~ ecre~ 2 .3.

For the above

TJ(x ,T,’)  • x e . sup &e ~~
” . : E ~o.1:~ d~o 0 -

0

~~~en ,‘. • -l ,1 , this become s

0
J ( x  ,T,~.)

x e T’l l- )~.(e
T_ 1) ‘ > 0

~~~iJ~~i 

-

_ _ _ _ _ _ _
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and thus

~. E -l ,l:~ — 0

if and on .y if x ~ 0 and x ~ ~
‘T
~ I for some T E :o ,~

), or equivalent ly, if

and only tf -l < x ~ 0. We conc lude that even though (S) is not locally .-null

controIlab~.e , it U 1-null controllable at 4 X  ,0) whenever -l < x ~ 0.0 0

If — - 1 ,2:, neither ‘3-5 nor Theorem 2.1 app ly . However , we can use

Theorem 2.3. Stnce

~ > 0

•

J(x ,:,\) becomes

rxoet + 2~~(e~ - ) -• 0

J (x ,T,:..~
lx .L, ~ ‘. (e i - 1)  ~ 0

and

min J(x ,T ,~~) E t-:.i:~ — 0

if and on~~ tf :~~~~~
_ 1) ~ x ~ e T- 1. Thus (S),with . :l ,2,U 1— null con-

:ro ’.2ao e at ~ ,0) whenever -2 < x ~ 0.0 0

As a f .na varIation of this problem , suppose • 
r~~a , a .  Then ~: or

Theorem 2,’.., shows that (S) is not globally :1-null controllable. t~s ing :~:,
it can be demonstrated that (S) is locally s-null controllable while Theorem 2.3

not only tells us that (S) is locally ~-nul1 controllable but also that th e states

which can be steered to the origin are those sa t i s f y ing  -a < x
0 
< a.

!xample 2. Our second example illustrates the app lication of Theorem ~.l

• for a nonautonomous sys tem.  We cons ider the time-varying two-dimensional syst em

(S) descr ibed by

6

_ _ _ _ _  -
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— u ( t ) s t h t

— — 
1 

.‘, x
1
(t) ~ u ( t ) t s int , t E 0,.)

(t+ l.)

The control constraint set is taken to be . — :o,i .  By a straightforward com-

putation , the state transition matrix for the adjoint system (S’) is found to be

t — t
‘ 1 (t+l)(c

0
+l)

:~
(t ,t ) —

° L  J
Hence , in accordance with Theorem 2 .1 . S~ is glo ba l l y  ~-nuil controllable at

• 0 if and only ~f0 - 

r

-— H

— ¶+iH 31sup ~‘sj~~- S i n ~~~ - d.r •~~~~
• ~~ro ,l

: 

L° 1 

j  

z02
for all ~~‘~~~ - :, - -  Ia t t ~ al conditions 

~ : Q 1  134 :
’ • Evaluating above , this

reduces to the requ ir en t that

5_ 

1 ’
(2.6 I~ max - 0 .z~~ sin ‘ z 02 s in  ~~ l • +

for all s 0. We shal l show that this condition is indeed satisfied.

Case 1. :01 ~ 0, ~~~~ 
— 0. For this cas e , we have

* 
5-

— aax~0, sin rlth

— Z 01 sj n~~ d~

where ~~~. ~r ~ 0 : sin t > 01. Because the range set of integra t ion is

the union of Infinitely many intervals of leng th — , it follow; that

• 4
0

________

- . - 

-~~~~~~~~~~ - --~~~~~~~~~~~~ -~~~~~~-
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~02 0. Let ~ . Then to verify 
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2.6), it sufficies to show that

I(r)di — + ~~~

“2
where 

~~
, — � T~ : Z02 s in r > 0~ . (Rec al l  that the intagrand is non-negative.)

Now , for ~ E a.,, we notice that the integrand 1(r ) can be bounded ftc. be low as

follows :

:01sin ‘ + sin ‘r(l + ~ !z02 !Is in ‘r~ i ’ l  + z 01fl sin ,~

� (‘z~~ • -‘z01~~
Isth i’~

~~~~~~~~~ :_ l zo1 t sirt .,.r

• ‘ sin r~

React ,
S

- ~~‘r ) dy  � fsin -~ di
U , ,

— S

becaus e th, range of Integration is once again the union of infinitely many

intervals of length — .

We conclude that (S) is globally -null controllable.

3. Relat ionship with Other Controllability Results. In this section, we

compare our controllability results with thos e of Conti 7 ’. and Br~~~er r4~~ We

also cons ider , as a limiting case of our theory, the usual contro llabil i ty problem

obtained when magr~itude constraints are not present.

Resul t  of Conti. An important special  case of Theorem 2.1 occurs when ~. is

a closed u n i t  b a l l  in Rm , i.e.,

:1 • ~~&. E R~ : ~

where ~ La a pre specified norm on Rm. For this situation we have

ii

-—-  - — - —~~~
-
~~~~~~~~ 

-
~~~~~~~

- -
~~ ~~~~~~~~~~~~~~

-
~~~~~~~~~~

- - —-
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— sup Ci~
’B ’ (’r)z(r ) : ~~~~ ~~ l~ •

where • 
* 

is the norm on Rm which is dual to .- . (For examp le 
* 

is the

• 
norm when 

- 

is the L norm; and - 
• -

~~~~ 
coincide when 

- 

‘- is the usual

L (Euclidean ) norm.)

• By Theorem 2.1 , we conclude that (S) is globally 1-null controllable at

if and only if

S.

(3.1) ‘ 3’(’r)z(’r)~!~
d
~
r —

t0

for all non-zero solutions z() of (S’). This result is estab lished indepen-

dently in Conti ~ and also discussed in pandolfi 8 .  This result , in con-

junction with Corollary 2.2 leads i~~ed iately to the following Proposition.

Proposition 3.1. Let be any set ~~~~~~nin zero in its interior. Then

(3 .1) is a ~ecessarv and su ffictent conditIon for global -null controllability .

• Thus, Conti ’s conditIon is a necessa r y and su f f i c i en t  condit ion for global

a-nuLl controllab ility for any set containing zero in its interior , not just

when is the olosed unit ball .

Result of Brg~m~er . Consider the case when A ( t )  I A and 3 ( t )  e B ar e t ime-

invar iant. For these autonomous problems , the following necessary conditions

can be obtained directl y from Theorem 2 .1. Recall that Q — 3,A1 ,A
n 1

B:

Theor em 3 . 2 .  Assume A(t) a A and 3(t) I 3 are time-invariant and that

a compact set which contains the origin. If (S~ is globally :1-null con-

trolla ble then

(i) rank (Q) — a

(Li) there Is no real 
~~~~~~~~~~ 

v of A ’ ~~~~~~~~~ v ~ai � 0 ~~~~~~ 
~~ E ~~ .

(iLL) no elgenvalue of A has a p osi t ive real par t.

The proof of this result is in Appendix B. 

-__
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in 4 , Br mer has obtained the same resu lt using a different method of

proof. There , he also shows that the above three conditions are also sufficient

for global -null controllab ility in the time invariant case if it is also

• assumed that the convex hull, of has a non-empty interior. Alternative proofs

of the suff ic iency result have been given by Reymann and Stern 25 and (ajek.

The latte r proof is in 5 .

We note that the system of Example I of Section 2 does not satis fy these

three conditions . Nevertheless, it is ~-nu11 controllable at (x ,0) for some

initial states x
0

The Case ~“.Rm . When ~~~~~ it is well  known 1 7 , p. 171 that the time-

varying system CS) is completely controllable (globally R
m_ flUl1 controllable at

in our notation ) if and only if the rows of ~~~t ,~~
) 3 ( - )  are l inearly indepe n-

dent on some bounded interval :t0,
r .  Here we show that when IIII R

m
, equation (2 .1)

Is a necessary and sufficien t condition for global ~
m_~~1i controllability . This

La accomplished by showthg that (2.1) is equivalent to the rows of

being linearly independent on some bounded thterval

ProposItion 3 .3. S) is 
L 

ballv R
m_ flU ll controllable ~~~~ ,~~~~~~ 

onli ~~
S.

H (B ’(’r )z( ’r ) &r • +.S t R~~0
L~z ..tii , ~.2a-zero so lu t ions z (.) of (S’).

The proof of this result is in Append ix B.

4. Some Computational Aspects. In a large number of problems , one may

have to resort to the computer to check whether or not a system ii ~-uull con-

trollable. When using equation (2.3), a solution of the minimization problem

j • nIn J(x0,T,~ ): ‘ E .~~~~ is needed . Direc t applicatio n of so—cal l ed  gradient or

descent algorithms to c~~~~ute mi&J (x0,T,~ ): E ‘.1 is precluded by the fac t

that J(x ,LA) is in general not differentiable in . This fact is a consequence
I

— 
I -

~~~~~~~
- - - - ________________ - - ___________
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of the sup operation involved in the definition of H,.~(B’( r )~z’(T,1)A ). Fortunately,

however , numerical computation of inincj(x ,r ,x): X E ~.1 is feas ible if ‘ genera lized

steepest descent ” scheme s are used . These schemes rely on subdifferential rather

than gradient information. Th. next two lenmas develop a description of the sub-

dif ferent ia l  of J(x ,T,X ) .  The proofs are given in Appendix C.

La~~a 4.1. For fixed (x ,T) E R~~ X R , J(x ,T,X) is a lower semicontinuous

convex function of \ .

te~~a .
~..2. For fixed (x

0,
T) E R~ R , the subdifferential of J(x ,T, )  at

.. E R~ consists of all vectors ‘~~~ 
E R

n of the form

(4 .1) — ~(t ,t )x

where

(4 .2) 
~~~~~~~~ 

E arg nax ’B ’ ( r ) C ’ (T ,r~~ : -
~ E l~

— ~ E : .~‘3’ (r)~~’(T,t)~. � 
— B’(.r)~~’(T,r ))~ V — E 1

for almos t a ll  ~ E o ,~~~.

Remark. Since J ( x ,T ,~~) is the support function on the attainable set (see

discussion preceding Theorem 2.3), a geometric interpretation of the subdiffere ntial

at ‘
~ is available: This set consists of all vectors in th e normal cone to the

atta inable set at ~~ . (See Goodman :24, p. 95 ).

Formulae (..L) and (4 .2) hold for arbitrary compact-con vex ~~ . Often however ,

more struc t ural information is known abou t ~~ . In such cases , (4.1) and (4.2) may

s implify . To i l lustrate , suppose

‘. E ~J(x ,T,\), the subdifferertttal of J(x ,T,~ ) at X , if and only if

J (x0,T,
z) � J(x

0,
T,~.) ~ , z - 

~~~~~
‘
~~- *  

for all a E R~

_ - -  - 
-~~~~

— ~~~~~~•— _- ~~~~~~~~~~~~~~~~~~~ -—~~~~~~~~— - ~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Then, the max imum in (4.2) is achieved in the ith component by

E M~ sgnrB ’( .r )~~’(T ,T ) X ~~ ; L •

where sgn x I if x > 0; sgn x -l if x < 0; sgn 0 
~ 

‘-l ,l .  Consequently, for

this cas e , we can substitute into (4 .1) and show that the subdiffere a tia l

~J(x .T,,) consists of all vectors 
~~ 

E R
n of the form

.T m
(4.3) • ~(T ,O)x 

- 

~ 
Mjhi

(T ,1
~
)sgn \ ‘hi

(T,.)dv
‘ o i—I

where h~ (T .r)  is the ~th col~.~~ of H(T ,~ ) ~(T,r )B(i). This description of the

su bd iffere nt ta t s of ,3 (x
0,T

, )  can be us ed in conjunction with the gener a lized

s teepes t descent algorithms to compute miacJ(x
0,T,~~): ~ E .‘.l .

• Wi also note that is uniquely specified by (4.3) if

• meaaure~ i : \ ‘hi(T ,
r) — 0~I — 0 for i — 1,2,...,m

For such \ , ~J(x ,T,\) is precisely ~~J(x ,T,X), the gradient of J(x0,T,~
) at X.

5. The Steering Control. Using the results  of Section 2, we can determine

if (S) is a-null controllable. However , those results do not give a meth od for

de terminIng a 
~~~~ 

control u
~
(•) E ‘(~l) which accomplishes this objective .

One me thod of determining an appropriate u~ (.) is to solve the time optimal

con trol problem , i.e., f ind u~() E ” ( ~) which steers (S) from g iven (z ,t )  to

the origin and does so in minimum time . If there is a control which steers the

sys tem to the origin , then there is a time optimal one ~2 . Hence , in princip le ,

a steering control can be numerically computed us ing any of a wide variety of

algori thms which are ava ilable for solution of the time optimal control problem.

Since the solution of the time optimal problem is determined by solving a

two point boundary value problem , it can be quit. difficult to obtain the steer .

• ing control this way. In this section , a “simpler” al ternative method for



r~r

-

.

generating a steerin g control is presented . This technique does not involve a

two point bound ary value problem and lead s to a control which steers the system

arb i trarily close to the origin . Our result is obtained from the following

minimum norm problem :’ Given initial point (x0
,t
0
) and a final time T, find

u () E “~~l) which lead s to th. smallest value of lIx (T)~ . Thi solution of this

minimum norm problem is characterized in the next theorem.

Theorem 5.1. (See Appendix D for proof). Let (x ,t )  and T be l !.

Suppose that 
~~ 

E Rn achieves the ~ninimuez of J(x ,T,X) over the closed unit ball.

Then ~~~ solution of the minimum norm problem satisfies

(5.1) u
~
(i) E arg maxC~~

’B ’(r )
~~
’(T,.r)\~ 

: .~~ E ~~1

for almost all ~ E

We note that condition (5.1) will uniquely determine u
~

( . )  whenever the

minimum of 
~

‘3 ’(1j
~

’(T,r)X~ 
is uniq uely achieved . For example , suppose

• ~~~~~~~ x 
r ,,4(2,~W~

: 
X • . .  X :.Hm ,Mm 

(M i > 0)

Then (5.1) requires

(5.2) cu.(~
):
~ 

E M
~s5n~B ’(r):’ (T .1)X~~~ , i — 1,2,...,m.

For the case whe n the minimum of 1 x(T)~ — 0, X,~, 
• 0 and (5.1) w ill not

determine a control which steers (S) to the origin . The following heuristic

procedure can be used to determine a control which steers (S)  arbitrarily close

to the or igin :  thoos s a I such that the minimum of ~x(T)~ is nonzero . As T ii

increased, the minimum of ‘ x(T )~ approaches zero and the corresponding solution

u.( ) ,  generated via (5.2), of the min imum norm problem results in a control

which steers the system progressi vely closer to the origin .

(S) here is required to be R -null controllable.
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In our next theo re m , we prov ide another useful charac teriza tion of steer ing

controls. For fixed I E p 0 ,. ),  x E R~~, we define the functional V1: R~ ~~ ~~~~ (~~~~) ~~~ R

by

‘I

— \ ‘:(T,O)x + ‘ ‘
~~ (T,T)B(T )u(t)th

0

Theorem 5.2. (See Append ix D for proof). Pick any compact convex set ,‘. con-

tam ing zero as art interior potnt. Then V1
(~~,u( )) possesses at least one saddle

point (\
~~,

u.()) E •~. x 
~(~~• Moreover ,u~

() steers x0 
to zero at time I if~~~~

only if V
1~
\.,u~

(.)) — 0.
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6. Additional Applications. In this section , we use our results to obtain

an existence theorem for the time optimal contro l prob lem and also apply our

resul ts to a pursuit game.

• Existence of lime Optimal Controls. Consider the following tim. optimal

control problem: Find u(.) E ~~~~~~ which drives the state x(~~) of (5)  from an

initial position x(t
0
) — x0 to the origin and minimizes

t

C(u(.)) 
•
~~~

d

~ 

t~ — arr ival t ime at the origin.

The classical theorem for existence of a time optimal control ( e . g . ,  Lee and

Markus :2:) requires that there is at least one contro l which transfers the

s tat. x(~~) of (S) to the origin. Con~~thirtg the result of ‘Z with our Theorem 2.3,

we obtain th. following existence le~~a.

Lemea 6.L. There exists a solution to the time op timal control problem if

and only if there is some finite t
f E :t

0
1~~~
) such that

• min~J(x~~tf~X) : ~ . € •
‘.~~ — 0

Furthermore , the time optimal cos t is ~ iven

C*(u
*
(.)) • mint t~ : minCJ(x0.

tfJ~~) : \ E ?~ 
— 01

Pursu it Games. ~ext , we consider the pursuit game s tudied by Hajek r18:.

The sys tem is described by

(6.1 ) *(t) • Ax(t) — p(t) + q ( t )  ; p(t) E P , q(t) E Q x (t0
) — x

0

where P and Q are compact convex subsets of R’~. The pursu er p(
~
) seeks a

st rategy ~ : Q X tt0,
.) ~ p which steers x (.) to the origin for all, possible

quarry controls q() : ‘t0,
.) ~~ (~~. A quarr y control is admissible if it is

seasurab le and a strategy is admiss ib le if :(•) preserves measurabilit y .

- _ _ _ _ _
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In ~t8 , a solution to this prob lem is obtained in terme of the associated

con trol system

(6.2) 
~‘(t) • Ay(t) - u(t) ; u(t) E P - Q ; y(t~ ) — x

*where P - Q is the Pontryagin difference. i.e.,

* A n
P - Q ~ Nc E ft : x Q C p1

Admissible controls u(.) above must be measurable.

Simply put , Hajek~s result says that the state x(- ) of (6.1) can be forced

to the origin, for al l, admissible q(’), if and only if the state y(-’) of (6.2)

can be steered to the origin. More precisely, the following theorem is available.

First Reciprocity Theorem :18:. Initial position x in (6.1) can be

(s troboscooical lv) forced to the orig~ t at time I � t a strategy :() if

and only if , x in 6 .2) can be s teered to the 
~~~jj~ 

at time T by an admissible

control u(i. Furthermore, :(-) and u(s) are related

(6.3) ~ (q, t) • u(t) + q

3y applying Theorem 2 .3  to (6.2) , we obtain another condition for deter-

minin g if (6.1) can be forced to the origin.

Leema 6.2. Assume P - Q compact. Pick .~z 
subset ?. of R~ ~~~~inin zero

as an interior point. Then x in (6. 1) can be forced to the at time

� a s trat egv 
~ (‘) if and ~~~~ if

min~X(x 01T,X) : X E ~.1 • 0

where

A ’(T— t )
K(x

0,T
,’.) ~ x ’e ° ‘ 

(I -



- 1 9 -

It should be pointed out that in addition to pursuit game interpretation

of (6.1), (6.1) can also be viewed as a problem of steering a system with dis-

turbances to the origin if q(’) is thought of as a disturbance. Also , the results

app ly to sys tems descr ibed by

*(t) AX (t) ‘ Bp(t) + Cq(t) ; p(t) E P , q(t) E Q

if one replaces Sp ( t) by p ’(t), Cq(t) by -q ’(t), P by BP and Q by cq. 

_ J
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APPENDIX A

Proof of Theorems 2 .~., 2.3 and Corollary 2 ,2. SInc e Theorem 2.3 is used in the

proof of Theorem 2.:, we first present the proof of Theorem 2.3. There are many

ways to prove Theorem 2.3 ; our proo f exp loits the convexity of the attainable set

in conjunction with a measurable selection theorem. ~~~~ note that a proof of the

sufficienc y part of the theorem is given in o , Theorem 7.2.1. To simp ltfy our

notation ,we henceforth take t
o— 0 

without loss of generaltty . This will apply

to subsequent appendices as well.

Proof of Theorem 2.3. Let ~L(x ) be the set of states which can be attained

from x at time I , i . e . ,
0

(A.l’ ~ç(x ) • -:(T,0)x -
~~ T,’r)B(r)u(i )di :

The set A.,.(x ) ts convex and compact ‘
. From Def. ..1, ~ t follows that x

0 
can

be steered to 0 at time ~f and only ..f 2 E A
T

( x )  or , equivalent ly , by the Separating

flyerplane Theorem :21:,

0 sup~~ 
‘ a : aEA ,,(x~~~

for all vectors ‘. lsing (A .l), requIrement A .2) becomes

~ sup ’ X ’:(T,’r)B(i’)u(,-)d, : u(-) E~ (Ci)’ ~ 0

for a~~ ‘ E fttt , As a consequence of the measurab e se.ect on theory of 
n 19:, we

can comute the supremum and integral operations In (A.3) . Thus, 0 E A.1(x0
) if

and only i f

‘I

A.  ~~ C ~ 
- , ‘:(T,O)x + ~L( B ’ (~ ~~~~~

‘ (T ,~ )~~ 
)d~ • J(x ,T ,- ~

for a l l  E R ’ . Since J (x , T , ”.) is pos itively homogeneous in \ , we can

restrIct to .~ in (A.4). Theorem 2.3 now follows.

~-(T ,- )  8(i) being a Cartheodory function enables us to app ly the results of “ 19.

-- — - -
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Nex t, we present the proo f of Theorem 2.1. Zn the proof . Theorem 2.3 is

used .

Proof o f Theorem ~
., (Necessit y): Je suppose that (S) Is globally l-null

controllable at t
o— 

0. Let z(.) be any non-zero solution of (S ’); we aza t

prove that

—a
(A.5) L(3’(’r)z(’r))di • — a -

Proceed ing ‘: coatradt~ tton , suppose there ~s a non-zero solution ~~(-) such that

a

• ~ , ~ < a
o

Then there is s poSitIve constant < ~ such that

0

De~~Ine

* ~ 
:~~() \  *x • - -  x -o 1’(0)~~(0) 

0

.,e now cla im that x~ canno t be steered to :ero ~v an admissible contro l
0 -

u () E ~“C ). To prove our claim , for each t E 0,a), def ine

~ ~‘(0 ,t)~~(0) ‘-

~~~ 

* 0

No”, given any t € “O ,~~),

* *— x
0

1
~~
’(t,0)

~
.
~ 

4
~~~

H...(B ’(r )
~~
’(t ,r)k

~~
)dr

a
— x ’~~(0) —

0 - ‘

~ -2: ~ -

< 0

t 
_______
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itTaking - . • ft in Theorem 2.3, it follows that

mtn(J(x
:
,t,X) : ~ E 

1 
~~ 
J(x ,t ,

~~
) < 0

for all t E ~~~~~ By Theorem 2.3, (S) is not s-null controllable at (x
:
,0). =

(Suff ictency~’: Now , we assume that (A.5) holds. Again , we proceed by con-

tradlotion , i.e.. suppos e (S) is not globally s-null controllable at t0— 0.

*Hence , there exists an in i t ia l  condition x * 0 which cannot be steered to zero.
0

3v Theorem 2.3 (with .. • ftn), we can find a sequence of times 
~
‘tk

’
1 

and a

s equenc e of vec tors 
~~~~~~~~ 

having the following properties :

P1. liz

p2. J(x*,tk,~. . ) < 0 for k • 1,2,3...

~e are going to construct an initial condItIon 
~~ 

s 0 for (S’) which makes the

i n t eg ra l  in (A .5)  f i n i t e .  To meet this end , let

~~‘(t ,0)~~
• 

k k
k 

~~~~~~~ os-.- ‘ k ’ ‘ k

‘c note that each z.~ above Is non— zero becaus e � 0 and :(tk.O) is invertible.

Then - ‘ :~~~
‘

_ , is a s equenc e in ft fl belong ing to the set

S ~ 
‘ a E ftfl 

•

Since S is compact , we can extract a subsequence t Z
k 

which converges to
j

some vector I E S. ~e will now show that 
~ 

is th. initial condition which

we aeek . Let i (-) be the trajectory of (5’) genera ted by z(0) • let (t ,~ 
‘
~~~~~~~ ,
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de note the subs equence of times correspond ing to / zk~~~_ l 
. By Pt , we have

tim t.~ • -a

j
~~~

a j

and by P2 , it follows that
tk

x ’
~~’(t~ ‘0~~k 

B’(T)
~~
’(tk ,r) )d’r < 0 for ~ • 1 ,2,3,...

i 0

Dividing by :‘(tk 
,3)\, “ and noting that ~L is positively homogeneous, we

-~ 
j  

..

obtain

- 

9,.. (B’ (i’ )~~~
‘ (0 ,r )z

k ~~ ~ for j  — 1 ,2,3,...

I -~

~ “ x
’
~ for 

~ 
• 1 ,2,3,...

-ic would L ike to obtain an inequal Ity Involving 
~~ 

with an infinite upper limit

on this integral. To accomplish thIs, we define

~k 
ei- ) 

~ }L(3
’(.r )

~~
’(O ,1’)Z

k 
) t f  • E O ,tkI I

~ 3 othervise; ~ • 1 ,2 ,3,...;

• H ,(3’(T)~~’(0,i’)
’
~~) ; E t o ,.)

and make the following observations :

(-)dr is bounded (by ) for j  • 1,2,3,...
‘0 j

(ii) f. (mr ) conver ges poin tvtse to f ( i ) on ~0,.). This observation is
I

proven us ing the facts that ç, -i , t~ 
-, 

~ 
a and it. depends con-

0

tinuous ty on its argument .
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Applying Fatou ’s Le~~a 20, p. 83 ,we have

f(~ )di’ ~ I im m t  
~k 

(i’ )d-r
‘0 1 ‘0 j

—a

‘ tim sup 
~k (i’ )di’

j~~~
. 

__
0 j

a

Substitution for f (-r ) abov e gives

‘
a

~

i.e.,

-a

~
0 

0

< a

wh ich is the contradiction that we seek . This completes the proof of the theorem . -:
Proof of Corolla~~ 2 ,2. Suppose ~. and ~.

‘ sa t i s fy  the hypotheses of the

corollary . We are going to show that iS) is globally Y-nu l  controllable . To

prove this , it is suff ic ient  to f ind a subset Z ~~ ‘ such that CS) is g loba l ly

, - nu .l controllable: Pick 6 > 0 such that

~

(This can be accomp lished becaus e zero is interior to . ‘ .) Now , to prove that

has the desired property , we p ick ft > 0 such that

~ f~: ~ ~ Ri ~

(This can also be don e since ~ is compact , hence bounded.) Let z ( - ’ ) be any

_
_ _  

-- - - -
____
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non-zero solution of ,S’). Then we have

R,.~,(8’(’r)z(,))àr • sup[.~’8’ (1’)z(T ) : ‘.~~ ~~.- o

— 6
“ 0

“
a

•~~~~~~sup~’~.’ B ’ ( i ’) z ( r ) :  ~1 j;, ; ~

6 - ia
IL (B’(i)z(,-))&r

“ 0 “ft

F s ince (5) is globally 1~-nult controllable. (l ft~itUlL controllab ility follows from

l-null controllability in conjunction with the fact that ~~ .) By Theorem 2.1,

we conc lude that (S) ~ xst be global l y ~~-null controllable and hence ~ ‘-nu1l con-

trollable. =

k i :

— -  -- -~~~~~~~~~~- - ~~~~~~~— —-- - - - - -_ - - -~~~~~~ 
1j_ _ _I _
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APPENDIX B

Proof of Theorem 3.2. (1): This condition follows imed iacely from the fac t

that global Rm_null controllability is necessary for global ~.-nu ll controllability .

It is also possib le to prove (i) directly from Theorem 2 . 1.  Suppose (S) is

globally a-nulL contro llab le but rank ( Q )  < n. Then there exis ts a v E ft
fl

1 v ~ 0,

— A tsuch that B e  v .O f o r a l l t � O . L.et z(0) — v. Then z (’ )— e  v and

a
- sup (m ’B’z(-~’))d-~’ — sup (~~‘3’ e~~ 

tv)~~ • 0

which contradicts Theorem 2.1.

(ii): Suppose (S) is globally n-null controllable but there exists a real a igen—

vector v of A ’ satisfying ~ ‘B ’v ~ 0 for a l l  ~~ E ~~ . Denoting by X the real. eigen-

value associated with v , we have e A
~~v — e

1t
v . With z(0) • v ,z(i’) — e A~~ v a

and

sup (~a ’3 ’ z ( r ) d ,  • sup (~~‘3 ’e 1’
v)ài’

— e~~’~
’ sup (~~‘B’v)di’S

o

Now th is integral is less than or equal to zero since sup (w B’v) ~ 0 and e”
~~ � 0.

This contradicts Theorem 2 .1.

( i L L ) :  Again the proof is by contradiction . Assum e (S) is global ly  ~-nu1l con-

tro l lable but A has an etgenva lue “, with a positive real part. Then A is also an

eigenval ue of A ’ so that À y  • xv where v is an eigenvect or correspondin g to A’ .

Let ~
‘ and ~ de note the c~~~ lex conjugate of ‘~ and v . They sa t i s fy  A; — ~~~~. Hence ,

— A t  At  —A t- \t—e v . e  v and e v — c  v

Cons ider the solution of the adjo int equati on correspon ding to the initial con-

d iciom z(O) — V + . (sate tha t z (O) La r•al.i For this z(0)

- —“-.- =- - —. _ — —-—- _-_,‘_-__ --_-_ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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sup (~~‘ B ’ z ( T ) )  • sup (w ’B ’e~~~~ (v + v) )

r , ,
“ —At• sup -~~8 (e  v + e

-

a sup ~~~~~~~~~~~~~~~~~~~~~~~~~~~ cos bt + 2n sin bt:-

~~E c ~
where a and b are the rua l part and imaginary part of ~ . and it and m are the real.

pa rt and imagina ry par t of v . Let X sup sup ~~BIr2n cos bt + 2a sin bt:.
t � 0  ~~~~~

M La finite since is compact , i .e . ,  11 � 2 max (1nI ,~m l1 ~~ sup !~~~. Thus

sup (~i ’B ’z(i-)) ~

~a

and

sup (~~‘B’2-r))d~’ � M e
lt

dt

The integral on the right is f in i te  since a > 0 and we have a contradiction to

Theorem 2 . 1.

Proof of Proposition 3.3. (Necessity) : Suppos e (S) is globally k
m_DU ll

controllable. Then there is a finite interval ~0,T on wh ich the rows of

~ (0 , )B(-) are linearly independent. Thus, for every non-zero vector a0 
E R e’ ,

it follows that B’(t)~~’(0,t)z ~ 0 for some t E rO ,T .  Since , B’(-)~~’(0 ,)z
0

is con tinuous , there ~~st be an interval I • 
r t - f ,t 4’ on which

~ 0 for al l i- E I. On this interval , we have

sup(~ B ’(r )~~’(0,r)z0 : ,~~ E R~ — + — -

Hence , using the non-negativity of H..(•), we conclud e that

H m (3
’(T)

~~
1
~~

d
~ 

� H

‘ o R  ‘Z R

• sup(&~’B’ ’r)~~’(O,~ )z0 
: a E

“ 1
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(Sufficiency): Proceeding by contradiction, we suppose that for all non-zero

solutions a (-) of (5’), we have

H m ’ ( 2
~~~~

th • + a
‘o f t

but the columns of B ’(~)~~’(0,-) are linearly dependent on every bounded interval

:0,?:. Let (in
\
~~,t 

be a monotone increasing sequence of times such that T~ -4 a •

Then , for each it, we can find a non-zero vector ‘
~~ 

such that B ’ (-r )~~’(0 ,’rY~ a 0

on r 0— ’ Let

for it — 1,2 

Then, (zn’~~,l is a seq uence in the (compact) unit ba l l .  Hence , we can extract a

subsequence a converging to some 
~~

, ‘
~~~~

‘ — 1. We notice that the corresponding

subsequenc , of tim es T s t i l l  converg..s to -‘ a~ Furthe rm ore , for each fixed
.,

i- E ) ,~~, we have

a tim B ’(’r):’(O,T)z
° 1 I

— o

Cons equent ly , if ~~(‘T- ) is the trajectory mate of 2 ,

w E R~~dr a 0

which contradicts the assumed hypothes is .

1 ’  
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APPENDIX C

Proof of Leasna 4.1. For (x
0,T) fixed , J(x

0,
T,~’) can be expressed as

J(x ,TX) — supCH (\) .~e(’) E~~~C~)~

where

11 (X) ~~ \‘:(T,0)x
0 

+ X ’~~(T ,T)B(r)~e (-r )d1’ -

Consequently , J (x ,T,-) is the pointwise supremum over an indexed collection of

continuous linear (hence convex) functions . Hence J(x ,T,-) itself must be con-

vex and at Least lover semicontinuous (in fact , continuous).

Proof of Le~~a 4.2. We prove this le~~a using some of the standard prop-

erties of subdifferentials given in Rockifellar r 2 1 , -22:. Since both functions

in the d e f i n i t i o n  of J(x ,T,X) are finite and convex,X 4 E ?J(x0,T,X) if and only

if

,IT

~ E ~ (x~~ ’(T,O ) X )  + ~ I~..(B’(T)~~’( T ,-r)~.)dT (by Theorem 23.8 of r22~)

— ~ (T ,0)x ‘. ~H,.(B
’ ( r )~~’(T,r)A )dT (by Theorem 23 of p 2 2 )

“ 0

(by Theorem 23,9 of t2l~)

Now, by Corollary 23.5.3 of 21 , ~~~~~(y) E ~~IL(Z(i’)) if and only if

2e
~~ft) 

€ arg aax(~~’Z(~) : ~ € ~~~~~ Substituting the required form for Z above, we

obtain our desired representati on for X~~

I
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APPEND IX D

Ske tch of a Proo f of Theorem 5.1. Let f : L~ (0 ,T ;Rm ) -. R , g : ft
0 

-

-
~~~ 

: !)(o,T;ftm) ~ ft0 be given by

f(u) ~ 0 if u(.) E’i (C~) ; f(u) + w  otherwise

g(z )  - ~(T,0)x0 + ~~ ; z E ft 0

..TU ~~ ~ (T ,-r)B(i’)u(-r)d-v -

Then, using the notation above

inf(~~l) ~ inf~
” x(T) : u(•) E “.c.Y’

— inf(f(u) —g(k~u) u E

Written in t h is  way , inf(~*) is in the s tandard form for application of

Roc kafe llar ’ s extension of Fench. l.’s Duality Theorem (cf. 23 , Theorem I). The

funct ionals f and g are respectively proper convex and concav e functions ; it can

be easily shown that inf(~.C1) is “stably set” -- a technical preconditi on for

R ockafe Lt ar ’ s Theorem.

By carrying out the computations involved in Theorem I of ‘23:, it can be

shown that the problem

~ in(J(x ,T,X) : A E t.)

is dual to tnf~~ 4) in the following sense:

*tn f (~~4) + min (~t4) • 0

The “extremality condition” in Rockafeltar ’s theorem provides a necessa ry con-
*

dition which mus t be satisfied by all solution pairs X~ solving (~C4) and u
~
(’)

solving ~~~~ This extremality condition requires

- 

_ _  
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r.x~ E ~ f ( u
~
)

where -
~~~ 

is the adjoint of ?
T 

and 
~f(u~

) is the subdifferential of f at 
~~~~~ 

For

our choice of f, this necessary condition particularizes to

k,,~(T,t)B (v ) E (Normal cone of .~~~~) at u
~
(-)) -

( - We denote th is norma l cone at u~ by N(u~
). By definition of the norma l cone , we

have v(•) E Nc
4~u
*) if and only tf

.1

— su p .~’B’(.r):’(T,r)X~ : ~ E ~
ld-r

o 0

This is possible only if .u — u4(- ) achieves the supre wn of ~
‘B ’(i )

~~
’(T,T)X~

for almos t all ~ E 0,T . Equivalently, we mus t have

u~(T) E arg max
’B ’ ):‘(T ,r)~~ 

: ~ € ~~

for almos t alt ~ € 
rO ,1.

Proof of Theorem 5.2. u in the proof of Theorem 2.3, let  A.r(x
o
) be the set

of states which can be attained fr om x0 at time T. We recall that this set is

compac t and convex . Define U~ : , 
~ At

(x
0
) -~ R by

(D .1 )  W T (\ ,~~
) 

~ ~~~~~~~

In accordance with Proposition 2 . 3  of “1 9 , p.  171 , UT(X,~
) ~-~~l1 possess a saddle

poi nt because the following conditions are satisfied:

p’ 
(D.2.l) For all A E .‘.,W (X,’) is concav e and upper semicontinuoua .

(D.2.2) For all ~ ~~~~~~~~~~~~~~ 
W( .,g) is convex and l ower seuiiconttnuous .

Since W r
(A ,

~
) possesses a saddle point , we note th at

mm max V T(A I u (•)) • mm max

XE.’. u(.)(~ (~~~~) 
A E 4  

~
EAT(xo)

Furthe rmore ,

max aim V
t
(A.u(.)) a max mm W

r(X,~
) •

IEA
~r

(x
o
) XE.

- 
—

~~~ ~T~~~~~~~~~

- - - --- 
— --



—~—5-

— 3 2 —

These equalities , in conjunction with the fact that W
~ 

possesses a saddle po int,

imply that V T also has a saddle point.

To prove the last part of the theorem , we take (\~~
,u
~
(i) to be a given

sadd le point of V
T
(x,u()). Hence we have

(D 3) V
T
(X*,u*

()) — mm max V
r

(X , u(.))
XE.  u(’)E’, (~~)

using a measurab le selection argument , as in the proof of Theorem 2.3, it is

also apparen t that

(D.3’ mth max V
t

(X ,u(’)) a mm J (x  ,T,~ ) -

\E.A. u( )E’~.(~ ) \E!.

From D.3) and (D.4) we conclude that

(D .5) V...(\~~,
u
~
(.)) a 

~in J(x ,T,\)

From Theorem 2 .3 and the coements following the theorem , we know that x0 can

be steered to zero at tine I if and only i f

0 • mm J(x ,T,~ )

— V
1
(X 41u~

(.)) (by (D.5)).

To comp ete the proof , we must show that if V
T
Q.,u*

( ) )  — 0, then u*( )

steers x to 0. Nov

0 — v1(\~~, u~ ( ) )  ~ V1(X , u~ ( - ) )  for a t ] ~ E .-‘.

or

,. ~T —~

F 
0 ~ 

“ 

~(T,0)x -‘ - ~(T,
,)8(1.)u

~
(
~
)d1’ for all A E ..

0

_ 
- - ~~~~~~~~~~~~~~
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Thus

(~~.6)  0 � \‘ x (T,x ,u4(-)) for all E .‘.

Since 0 is an interior point of the convex , compac t set ‘. ,  (D.6) imp lies

- 
x(T,x ,u~(— )) • 0 and u~~~) is a steering control.

Acknowledgment. The authors wish to thank the reviewers for their thorough

reading of the paper. Their coments and suggestions led to many simpl ifications

in the proofs .
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CONTROLLING A SYSTEM TO A TARGET - PA~~ 1:

LIN EAR SYSTEMS W ITH ORIG IN AS TARG ET

~4 . E. Schmitendorf 1 B. R. Ba rmish
Mechanical Engineering Department E lectrical  Engineering D partment
Northwestern University The University of Rochester
Evan ston , Ill inois 6020 1 Rochester , New York 14627

SUI- 4ARY

Cons ider a system described by

— A(t) x ( t)  + 3(t) u(t~~, tC r O ..) (S)

where x ( t ) 5  5n is the stat. and u ( t ) c  Rn is th. control. The instantaneous

control values are required to belong to a prescribed set ~ in Rn . M(~ )

will denote the set of functions from ft into wh ich are measurable on

:o,~~ and u (-) is admissible i f  -
~~~

( - )  c M (~ ). The target set X is the

origin . i . e .  ~ —

We say that S’ is ‘,- controllable to X from x0 I f  there exists an

admissible control wh ich steers ~~ from x to X in finite time. If (S~

is ~
‘j- contr- -’tlable to X from .~~~t c R” , then we say that ( S) is

jiobally ~. - controllable to X.

Necessary and suffic ient conditions are given for globa l ~~- controlla-

b i l i ty  to 01 as well as a necessary and suffic ient condition for the

existence of an admissible control wh ich steers the system to the origin

from a specified initial stat..

The gl oba l result doss not require zero to be an interior point of ~
while the local result only assumes ~ compact , not that it contains zero.

Furth.rmore , th . controllab ility test involves a search over th. finite

d imensional set . rather than the Infinite d imens iona l set ~~~~ Resu lts

on determ ining a steering control are also discussed .

‘The research of th is author was supported by AFOSR Grant No. 76-2923.
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CONTROLLING A SYSTEM TO A TARGET - PART 2:

NONLINEAR SYSTE)IS WITH A GENERAL TARGET

B. R. Barnish W . E. Schmitendorf 1

E l e c t r i c a l  E n g i n e e r i n g  Depar tmen t  Mechanical Engineering Department
The Un iv er s t t v  ot Rochester Northwestern University
Rochester , New York 14627 Evanston , I l l i n o i s  60201

SUI9IARY

In this par t , our results are extended to the class of nonlinear

systems described by

*(t) • A (t~ x ( t )  .- t (t ,u (t)~ , t c O ,e~ ( S ’ )

We also allt ~~, the  target X to ~e any ~losed , convex set. A necessary

condition and a sufficient condition for controllabilit y to X from x
0

a re given as well as a necessar y  condition and sufficient condition for

globa l ~-contr ollabt litv to X .

Unlike the work of previous authors, we need not assume uniform

bound edness o: the state transition matrix :(o ,t) or sy~~etr icity and

positive invariance oi X with respect  to ~(o,c ). Also , th e assumptions

that O~~ ard f t ,o) I 0 are ~ot requ i red .  For systems where these

assumption s are s a t i s f i e d  the necessary condition and sufficient condition

reduce to one condition and ~~is single condition is equivalent to those

availat,lc in t~-e literat u re . Furthernore ,we .xhibit systems which can

‘e deemed ~ controllable or uncontrollable via our results but existing

theorems cannot be used to determine if the system is a-controllable or

~— ui,control lable.

t The research of this author was supported by AFOSR Grant No. 76-2923.
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A RZS~~.T Os COI~~~~~~ IC ~ ~~~~~~ L~~~A* flS~~~ TO A ~~$CA& St~Sp~~~
1

OP OYNAUIC SYSTIMS

g 
~~. Sc~~itsedorf I. ft. Igruteb

D~~artasu of ~echastcs~ £ft$LAuertn D.p~r~~snt of £Isc rt~~~
~orthwssesr5 ~tatveritty tiot v er-.tty of lChaS~~.~tva.a toe, t.~. ft0C~~5$1.r , WY

Ab etted

‘.J. c~~at4.r lb. probt of seserta$ the seas, of a U-near sye e to a f f l o .  tAr$.e ~I$I S thscosereti are r.~utr.4 to ,aeta fy u~etced. cosatralUa . A aecs.ssry aM suit icteot c0Mt1L s fs~ ~~eetaeeace of so od.tastbt. cootrot which steers the syiboo to th. target Ito. a ss.ctft.4 tait~~t C sdftt too  Li pru~~ t.d em w.t1 em a t.ce.sary coodiflos ..d a sufitcient coedittos for plobal
to the tar$ec. The oveput coscroL~abttLry ~rob1.u. aM lb. speciaL ~aae of a poIn t car~.t or. sti. g~-cua eed .

. LI. C~I?*OUJ4 1L~~Y F ~~~~~. A F ~ XD 3tT..aJ. ComiTla
Cositder the tn.ar systo. Gar cosditi.. vtU -  be gives La tS~~~ of th

fuscetos 1; ft~ I ft ‘ • ft d.fbaM by5(1) • A (I)z(e) • I(e) ia( l ) 1)

whets the scal e ete~(R~. th. co.rrot a(~~4 ft sad ~~ ) — x ’~ ’(’I.O)L’, .0 ’ 0
—- It- ) us it’.~ cosctovoua america. of.proprtae. itae~iioo :. th I s pi sr . the prob le. • ses(.’I (,)C ’(.r)L’e: u 4 ~~dr - (I)

studied La thu of 4.tsrusnLa$ Li there aztecs so
s~~tastbL. coecrot -j~~~.) which casts the sysce. to :~ the •i~wsL . osty c~~~ .cc vtti be c.e.*4.,ed,
a target I gives iy This psareatses IMI the telegr aM is a coactoose.

f~socttos of • and th us th. Integral l.a (t) ii ueUa • :~ ..a — - 4sf toed.
lets 1. ~i a cnowo p 1 0 la Cy-ta 3f ~so.A p sod a 1..
• given p vector. A coscret -31-) 1.5 .~~ta.tb1. ~tiotUU ~ . P t c k  so. subset Pi of I’ Costajas
L~ ‘it-) S ‘~. ~~ where ~ La a ,r. .,.cittee c~~~scC 8 em so 1 . .  

~~~~~~~~~~ ~~eo ‘~T u ~-cootr.l~saI.
s.c In 5 sod ‘-i :’ ) d.netsa th. s.c of .‘uacttaoa ~~~ i~~, t ,) LL ~~ ~~~ .~i 

— __________

ft.. 1 1.010 that ire 1.emurab . os
~ 4 -‘-

. 
• 0 (2)

~le now Cu ts. c e t ro l .as tU-r .  to target I.  J ttb- ,LaL i~~ ~ ~
,~ t ~~~~ •f general i ty . we ~t .eceforth tch. 1~ — ~~•

- .L- .. ~ a..i’0) be th e set of statae that tea be

~etioition .~~~ ~~e U-near sv .tso S~ La ~—coecroU. actais.d ft.. s~ at ct t, I .e . ,
tO • j~~ t~ ii . ft iY5O the t O i t t a l  coSSilten r

Cli) • *~~, .rc estate a c~~ troL s( .)( ~~) inch A, (* ). (~~ ,3)*,• 3( .,~I(v)e(i’)~~: ~i 1 - ) ~~~~~
that the soluttos *1- ) of 5 ) satisfies t a t )  • a 0
for sose T S 3,.), i . e .  z ( t )  S I . IS) U i ted si ly and d .fL .

___________ 
to I i f  it La contro~ iab t e to S — 1, 

~ I’ y • ~~~. a Sft.. IVItV *~ 
i 1’.

In t ens ive seth baa bees dose os thIs pr.et when 
S Led s A.r (s ) Li c onvex and ca~~.ct, . Is
taittal se te can be steered Cs I at tl~~ Tthe tar -get 1. the origin ‘ . • .a—O)~ see , for and eel, if p.1st a and the set 1..(* ) cas..e be

?r0 with targets other tk~~ etTicety separated by • p.rp lans 01, sInival est li.• — ~-3~ hr-vs bees to~stdere4 to 1— U - . Ia 10.. aM ~~~ If
~ t ts ..s, e4 that th. targ.t Is clos ed . toe,..,
s~~~et? tc choot 3 e.d sacisfiel the p.1111w. c m  a s •, b~ b 4 $ (x P (3)

T •~invar Iance c.adtci.s
for eli 

~ 4 
ftp . ~.ing the 4sf Lath es of

C ~~O,v ’)I for  .~: .‘ a • b.c es
whe fe : t . t 3) Is the sta t s tranaittos amin o.
her. ..r target is net r eqv t rsd to satisfy th.ee ~ I. :TO)s,. sqs,~~~’L:(t..’)$(1 )1s(v)d!~ u (-) 4
ais~~~tt.fla. ~,tthet do w need to seks the 0

asamettos t’~.e 3,.) is waif.ooly boimd.4 . so in - c ’ s 0 0 (4)
$.I. F irth.rnore. vs 4. set r.~sire 3 i as in
.:0 . :. ~~i . a eufficleet cosd t~ toe !er ci.. *1 5 ti.I .l~~5d5 of the seaaitsble seleittos theeti

~r3~~abiLiry cc is gtvs ,i , bet gL.óei •osn.L1- .1 “ ll . we can c~~~ ate the supr ~~d Llte$t’51
ab i l i ty  Is net cenm tdeted . .eera tt~~~ 1. (4) sad vs i.e . eMS a S I.(t ,) if

aM osly if
:o the neat seui.s , we pre sent a necessary and L i  .T.. ) 1 0 for sit • S 1~ - (~~)

su f f I c t e n c caMit ios  for  t- .i . t?eU.btltty Ce S e
• ‘too *,. wh ite  Sec. ::~ pr esenu glehel ~.cestTeU-

sit it ’ r d .  • ci - Sose uses L it  cases sad eateø s team 1 ’ rseesreh St the firs t e.t~ier vu srqp tted i!
at. disc -su ed ,, See . V . S.c V coot aili ~~~~~~~~~~ the Alt Fetes Off i ce if SciestiIts I...atch ~~4S~
~..sttiti~i$ thi r.anltu . trans 7$.2t23 sod that el the e.cosd o.tb.t ~? tie

0.5. )epar~~eot of inergy.

r

_ _ _ _ _  -~~~~ *-

a ~~~~~~~~~~~~ . -



~ r.  ~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-

____  -~~~

AP4A~~Y$1$ OP DYNAMIC 5YSTIMS

Siam. L(*0.T.o) Is peiistv,Ly b~~~geseoua La o, ( ti) Is not satisfied . Then there sxtsta a constant
Theoren I f.1t~~ dirnetty ft.. (3). j ,  0 a a ., sod saY 4 f tp , V d 0, such chat

1* ~~~ a etailar tenets II obta ined for the sore V(LT,t) . 5 for  aLL t a 0 -
Seserat prshtes where the 4.scrtb iag squatt.sa are Coamesnescly,
He) — £(C).(e) • I ( u ( t ) , t) aM the ear-get U a ,af~~’ ~~ ~)L~,- * £ for aLl C 5 0cosesa sat. I.esev,r . a dir -set applIcacios “ ‘ -

.1 to the peebles caseidared her. leads cc a sod. ft.. the 1 a m . there en ta Il U ench 14t 3 ..i ,

.*.*ta*4sttss La C i )  oesr 10 rathe r than 1 . Thu. a vector o ~ 
pP such that

the cendittos derived here , which eaptaita the
sifts. structu re of the tar-gee, ‘.s sante, to ~~p Ly. •‘ (O ,e)f.’V •

III. ~~~SAL C~ IT~~LLaILLrTy Las.

$efess present ing our gLebat results, we send a •
pre l lalsary ie a. ° ‘

~~~

Thea

~ ceesasir ’ ~~~ su f f$c len ;  coed L~ toe for

~4 • • ~~~~~~~~~~ 
-
~ 4 I(~~~ C(T ,e.,1) — 1~ ’3 ’ (c ,3)~., t a

Sit’) 4sauss ~~~~ ~~~~ 
t I

- U u S  1(L), thea u • L’e for •~~~ n 4 L~ . • - •upt.’t’(v)p ’(t,v )L’S : a 4
.geestty .  t.nf(..’a: * S •~

. iaf~w ’t.*: a I ‘o C
• a ’c ~~ -

— -2$ . tnffiu ’ ~.a • 4 $1
hszt , suppes e L.at( *’u: a 4 •~ • 5 - • but I

v i  *(t•). Thea there La n vector V In the 
• 

.1 

~)Lt- • 
-

emsil space of I, sattatytag • 0
v ’w . c •O  (5)

• -2$ • 7(L’V ,:~ . -
— 

*~~~~s , £Cft).1J 1) a 3 for all c a 0 aM. ft. .
Las *

•S I L. a.  ..s~ . a sod 1mf~*e Theonen I , this i Lisa is nec coacroliable to
S vhtch cascradicca the usi~~~clos ,t gLobal.

* s(sge t)V , 5.1,2.3 ..,, (I) coan.L:ebtttty to I.

• Pt.. ~4) and ( ‘
~ ~SufticLeecy ) Again proceed ing ~y coettsdtctiee.

1*. a (I) suppen e ( l i)  U uatl.sfted but the cyst.. ii not
• ~toSstly i-c.etra L~ alLe to S. Thee the r e entaIl an

‘S ’S • ‘ C  - (10) initiaL coaditto. ‘1 wh~cb cannot ~e •Csered to I.
to accordance with !ii iii,r.. , ~tvee so’

• Than there tj so, n.e-zero v ector such th at

• 4 S~ a ‘.~~. - i . -  n i c i  (U) 
~~3 ’(c 0)L’o .

Sinc e ths r igh t haM s ide of ~~L) teeda to as
$ • .. t.f(-s ’i~ * 4  I~ . ~ which L.a the contra . 

•~~j. :. ‘: c ,r1., • ~ ~
1)* d 0 (II)

li ce tos  we s.cb . — , C

~sr cosdittos for  globa l .costr.Ltabittry vU). be s ing the Schwartz ~te~ saLLty, it  fo t oes Ito. (~ Sl

given in cec~~~ of two t ian funcetoema. For ~ S 1 , that
defies 

P t

~ s a ’I’~~)i ’(0,.)’: •4 :-::l oi. st . $ ~~3~~t.~~ t.’o~~: 34 ~~~

•taf(.’ La: * 4  •~ ~ ~ :‘(c.0~t- ’n e (l’~
•inI~s ’3 ’(O.tY’: • 4 (12) t

far  aL~ ~~~~3 .u ) .  tat

V (t) ~ stnCVC : ’(t ,O)L ’,.t) - r 4 L~ , _ 
‘t ta

t 
‘ ‘‘t O L ’.

• (1)) 
1 •

. sod observ , that ‘:‘(t ,O)t.~~ - • I. Dividing ~~~~~
‘

The-otis 2. ~ eec,i
~ ar ~ 

C ond ition .L&L IbobSi .- by 1
~~

’
~

C .O)~
.’7r sod suing ti. fact  that :‘(e.’) —

contnp k1ab I~~tr ’ £5 ‘
it 5 ( O ,~~)

’(t .3) we oitit.a
sup V(1, ’~~, t )  • . (14)

1) ~ s~ip(. ’I’ :v~~ ’ 3 .i ) s ’(e . 3~ . ’V5 : • 4
s~ . s 1 1’. y 4 3. ~ .ufftciont cond Lit1~ ~~~

&~~•s .  -coetyptIebttirv ,i.2 
~~ 

_ L of ’*~~~’~~3 , t ) 2 ’( t ,O)L ~~~ : * 4  5 ’- C

sup W t t )  — • • (L3)
C I 3 fo r al )  t a 0. Th~a ~a sIutvaLSIit to

ZZIs.L - lec.,stt,) Prec..lLn; b. cestr adtattes . ‘7~~
, 

~~~~~~~~~ ,~) a 1
inspoe e 1) ~s g osuL y ~~c~sitt3~~sb -e t3 S but 1 0

a N ,

— .. 
— -- ——--—- — —_1

—

- -- 
_ _ _ _ _



_ _ _ _ _ _ _ _ _  
~~ -“- -~~~~~~~~~~~~ V -~~~~ 

-

/
*NA~~YSIS OP DYNAMIC SYSTV.I$

for al l 5 $  0. ThU t.~~~Liu Ca r olLer ’ 2. A necessar y condttt.. for ce~~ie~sV 4 t )  ~ 
• ~—co.trottabiLtry ii that for afl

0 - 
a
li a

S

far alt 1 5 0 end we cave coscrs4tcted the hype— sup z~~~’ (0~~)
chests that sup 11(e) — • — . C t sO’ ~t a o

P T
ft th results of ~L3~ for nosltoea sys t aM • aup(.’)’~~)I (0,,)v; .4 •general tar get ar-a spptt.d to (5) with ta rget I .  a
statler- ths,res results. ~oeev.r , it tn,otve. as

L~~~a lI l p*, 
_
~~~~~0, £ sufft tn-vector rath ur thea a p vector c. ?urth.rsote . c.is’T~~e ~-conVToL~.abUit, isthe ssfficte .cy petttOS requires tha t a L inear- —

pr.gv tsg probtes be ee&vsd at each t 5 0. Con—
seque.tty.Chae rs.ult La sore di f f i cu l t  to pty sup sin sup~.’I’(’)I’(t .v~~: • I ‘)~~~~
than Theor~~ : abave. ia 0 0

rV . SPI C .AL ~ASU MaD U~USt~]a1 - zj t . !a ’( C .3) L’ oIJ • L~ • •. -

Is this sectt.., we dLscuas our results f or s~~~
sp ecial. targets aM else show how the r eau lu can ~~~~~ a Forcini T~aect~~~: Sis~ese the 

~seen
U described op

be eztesd.d to .yst of the fore

I 5(1) • A~t)*(C) • I (t ) u ( t )  • g(t) 1(t) • A(t)*(t) • I(c)u (t) • $(t)
where g(.): i • Rn La centin~sa .  7cr ia’. let

p wher. $t’): 1 1 is a coattouoa. hancttoa. (This

La a special can. of the esre general spites k(t — ~~~~~~~~~ ~ z p (T.0)L’~ - al
• A (t ) *( t )  • f(u(t).t) studied is (‘13 .) The output
— c.ser.llabtLtty probten is also e,t i.eed. ~‘~-)~(j~) • g’(v)~~

’(t.v )L’)~: • 4C2}d,

Li ~~~~~~~ I Iabt Lir’ ~h.. I.. aM ~~0. w ha,, 0

S • ,ä1. Then £ (z 0. r j ),  gives La (1),  beco.es Th.ores I app~ i to the cyst.. (2) ii vs replace

• R(a~ ,T,3)  by &(z0 1.A) in the cheer... The prosi

• *‘V(T. 3~~~ 
. s~~~e I ’ ~ v)t ’~~I .v~~~: • ‘

~~~~~~ Theer.. I and U o.itted.
of this rs.sLt is near ly identicaL to the preef of

0
-

I, this e . Theores stats. that (5) La ~i-ces- The global result of heore. 2 aLs o applies ts
tro lL ~~te to the origin (t’~— nuiL c.ostrollable) at sys t of the foz~ (S) if the tntsgraMa is (t2)
s
~ 

if aM only if thers eatics a ? a 0 aM a set -~ and (13) ar-s rep laced by
reel that the aLo t ‘else if the above

• over- al t o I ‘i is tees. This U identicaL te the sup ~
‘
.‘) ‘ C i ) • g ’(.)’4’(O,f )L’~ : s 4

r esult La ~5 .  Put cha reors . it c. be shown that
aMthe globa l result of Th.or 2 for S (O~ U

.qu t.slest to the globaL result ef 13. for this J~ ii,j (’) • g(!)~5’(T,t)LO: • I ~~~special case. Final ly ,  sad.? die strssgth.sed sup 
-

hypothes is that ~ costatac sore , the •.csssary
co.dttios aM sufficient co.dtttoe of The.r 2 respectiveLy .

rj e into a s ingla c..diCten wh ich is beth eeces- 
~utves C~~~roIlab (tify Suppese that

sTy aM sufficiest for globa l ~3-soL1 cosirolla—
b t t i ty3 5(t)  • £(t ) I ( t )  • I ( C ) u ( t )  • g( t )

svp~.’$’ (. ’I ’ (Q .r a :  S I  ~‘i~4r • • •
‘0 y(t) • ~~(t)

d this La Iden tica l to the glebal result is r g, where y ( - )  is the output aM C U a pan sat?t* St
resh p. Cise-r .lhti$ the outpu t to a specified

C~~~~tet. ~ - on cilZab I - We say that lyStes (1) psiat 7~ I I~ i.e cqvtvsleat to steering (5) to the
is c. uui T~e~ ei, ~con1r,tl 1te i f ,  gives y pair target • — (a : ~ — p ~~. Sesce our result’ apply

.2 ,1 1 there souta a tlas P a 0 aM e ceatrol so the output ccst r -olIabll t iy probiso tf we rep lace

~~~l) such that ~~e s.l.tian Sf (5) fres *, I. by C La our cheer...
sat isfies *~~~ ) • a

~
. As .b’i.~~ c.reltary .4

(a ~~. ~~~~~~~~~~

Cu.itfr’ t. L~i~ ~~~ 5*155 A
~~~!

Ia 
~~~ ~~~~ ~e present roe ea~~~les . 1. the first, we pply

_______ ~) Li £ Theer.. I sad I. the soc.uid . vs investigate global
~ inlet

~~~ .etyoL~4~t ~~~~~~~~~~ ~~~~~ ~~~ ~~~ 
cesere l tabI l t ty  via Thesres 2 .

ULL ‘o ” 1~~. £~1U ~~ . i ~~~~ t ,~,,1(whLch sly
£*.~~~ le I. C.enidet th. spitesdepesd en sod 

~~~~ ~~~~~~

sir C ( * P
1 5  

a):  .~
;—;} •o  5~c~ 

. t~(t) • a C t )  - *.2 ( t )  •
P.? overy ~i (LsclvdisS ~).I), the systso U sot co.

u “~~‘ reeloan “a ~~~~ Lat ~~ ~~~ 
d e f leL t Ios  plet sly .es~~ stl a ble.  ~owev’sr , it is still  peesible

it! i~ h u it ) .  Is stoat th. ipsi.. e s s~~~ tar gets. Suppose
• l’0~~~ aM I. • (1,0.. a — 1 a that the ear gst Is

A result is eapl ete ~)—cestvetlabiliC7 can also S — t (ii t .ai) : 5
~
• l~~. Per this prebla

be ebtataid .ia The.?.. 2 aM is presented a

Na

• 1~~~
. 

eee cet etl a rp . 

-

________________



—

AtiAt_Y$l$ OF QYNAMIC 5V 51’lM$

• 2 a sT) a 0 Sia~s t~s 11(t) • a ., the uiifftctesc condition La

• I) • . . 
aaci.ade~ ad this sysces La globaLly ~ -concroLlabt.
to S.

U1tU$ ~~~,S

ad aL.(R(* .?j )  ~ I t-t .L~ • 3 U d esty if
1. 3. Saperocose aad 3. Tcrka, “Coscrotlsbilicy

2a~~ . 1 ~ 110 
~ of l inear Oscillator y Sye t~~~ Us ing Positive

Coucro is , SIMi .1. on Control , Vol. I, 151% ,

- Thare La ~ I tO,.) such thac this inequality U P1’ 233.252.
sati sfied if ad ..Ly if -L 

~ ~tO ‘ L we 
~ 1. $r~~~~ r , ‘ Concrollabilicy La t.&a.sats~~~ lude fr-es Theores 1 char (*10. 220) can be Autones.ua Sys c wi th Positive Controllers.”steered s o S  if ad only U 4’ 1a M  St~~ 3. on Contro l , Vol .  10, L~12, pp.. 335—333 .

-

3. 5, Sapericos., ‘CLabaL Controllability of*ow suppes e I • ( a 1.s) af tL 
~ TJaear- Sys t with Positive Costrs La~ ” SUit

3. on Control . Vol . LI. 1q13, pp. 417—423.
t(u4 ,Ta) •°

~~2*~~
• I)

• 4. 1. Costi , ‘ Peoria dat ContraLto s deL Coscrott.
ad .ts45(a..P.o) : e I t-t .LT) • 0 if ad only if Ottias ,” t3~~’~, tor so, italy. 1574.
z~~.e  - aere ia a ’ f f t O ,.) such thaz thta
equation U sat isfied if ad ouly U 0 ~ c I. S. L Pesd.Lft. “linear Cont ro l Sysc : Coo-
lanes, he spices can be aceer.d ci this target if exotiabtitty vith Coescratned Controls.” 3. of
ad only if — - ‘  s~~ ~. ad 3 c I. OptiaLsactos Theory and app Ucactos. . VoL . 15,

1175 , pp . 577—513 ,
~~~~~ L e 2. We consider the double tace$Tuor

4. 11. C. Sc~~ LCsed rf end 1. 5. larpiab . “Con-• *2 (5)  strained CoscroUchilicy of .iaaar Sys t~~~ ,”
to appear- .

.
7 . 5. 1. lareish and ~~ . C. Sc~~itendorf , ‘h

ad the contro l tenser-slat set La • -L , 1 . hacos.az’y end Sufficient Condition for local
Suppos e the car-get La s. I • a

~ 
es tha t • .l , 1 Coescra,l aed ~oncrollsbil try of a Linear - Spites,’

ad a—I .  For thin prebtup Proceedings of SlIer t os Cosisriscs is
• tattoo, Con trol ad Capuctag , ioncic.tLe.

— C Ill inois. ~~~~~~V (L’,,c) • ~~~~~~~~~~~~~~~

S. 7. Dauar , “Coac?.Llabtlity of Costiaear *psC
Os ing a Crowth Condition,’ 3. of Opcisizatton

i*ft~~ i.1. 1
1t • 13)5 - z.~• s,

~ 
.~ Theory 4 AppLicatIon. , VoL. 1. L~ 72 , pp . 10—

Is.

• ‘~~(~- • t~ • taft~ *.t • I). : *31 ii 
l. ‘7. Daner . “Controllability of tostinear- Spi t~~

Since t sf( (c2 c • 1)5 131 5) • for al l  ~ ~ ~. 
with Isettained Controls , “ 7. of OpCLsLiation

V(t~~~, t )  • • • tot alt o 0 0 ad the aeceasery coo- Theory ad App lica ttisa. Vol . i. 1,74.

dittos fa r global toscrottabtttty to S La sat isfied . pp. 251—252.

tO. C. ~~~s) 5 W  and S. D. SLllgaes, “Cap lice Con-flest , we check the su f f i ci e n t  cendittos. trsltahtlLty to a Cloned Target Set,’~ 3. of
Opt lat sat io. Theor y aM AppZicattosa , Vol . ~~~~,

?(5 (t ,O)L ’..t) • 1.1 l~ et . t~ s, • . s., a, ~tar-c~ 1577.
‘0

— ~~~~~ 
. . r- • ~ 

11. 4. Frtsd. , Dtf ’eLsntt al  
~~~~~~~~~~~ 

itl.y , 9’l.

!o .1 
12. 5. 5, 5aru ish , “~~esur abls Selection Theor esl

• - - a • t a I end Their £ppltcatiea to Ptob l~~~ of Cisarante.d
Perfor~~~ce ,” Ut Trans. Autonatic Control.

The., for 0 c c s I • Vet . 23 , so. 5 , October Il ’S.

li(s) • sin f ’~ I (t  • 3 : a ~,t •(%_1)
r • 13. 5. 1. Iarpiah ad V . I. Schsitendort , “1ev
- tesult i on Costro l IsbiLtey of Syst~~ of the

-LI Z , 2 Pots 5( t )  • A ( t ) s ( t )  • f ( u ( t ) , t ) , ” Se appear.
• 1 • ( t .t ) 2’ 

c • •

Pet 1 1 1 ,

, 2
11(5 ) • ala ‘o: -f • l-t ’- 7 : I •(L-t)

2’ •
—

• i~. 2

• •:l •fl- r. � 2 . f. •

Na

-
-

~~~~ 

S—

rn —,_ —
—


